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From the Chief Patron 
Dr. Kala Vijayakumar 

President, SSN Institutions 

 

 

 

 

 

 
SSN Institutions (SSN) nurture the all-round development of the students, focusing not only on 

academic excellence but also on honing life skills such as leadership, discipline, team spirit and time 

management. Students are encouraged to think critically and creatively. SSN prides itself on providing 

holistic education to its students. 

 
Biomedical Engineering is a multi-disciplinary branch of study which brings together healthcare and 

technology, the front runners in the modern world. I congratulate the Department of Biomedical 

Engineering for organizing the IEEE- EMBS sponsored International Conference on Biosignals, 

Images and Instrumentation, in association with the Centre for Healthcare Technologies of SSN. This 

flagship conference of the Department of BME will provide the participants and the students a unique 

opportunity to develop enriching perspectives by interacting with some of the renowned experts in 

these fields, from all over the world. I am certain that the talks by eminent scientists, researchers, 

clinicians and surgeons, and the papers presented will stimulate lively discussions to lay a strong 

foundation for further advanced research in these fields. I appreciate the untiring, excellent teamwork 

carried out by the faculty of the Biomedical Engineering department towards organizing this 

conference. 

 
I extend my felicitations to the BME department and wish the conference all success.  

 
 
 
 
 

 
Mrs. Kala Vijayakumar, 

Chief Patron, 

ICBSII – 2021 
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From the Chief Patron 
Dr. V. E. Annamalai 

Principal, SSN College of Engineering 

 

 

 

 
I am pleased that the department of Biomedical Engineering is organizing the IEEE- EMBS sponsored 

International Conference on Biosignals, Images and Instrumentation, in association with the Centre for 

Healthcare Technologies of SSN, in a manner befitting the stream.  

Biomedical engineering is a multidisciplinary field integrating Engineering and healthcare. It focuses 

on the advances that improve human health and health care at all levels. The department’s engagement 

in wide spectrum of activities with involvement of students and faculty along with strategic planning 

process has strengthened it.  

This International Conference was conceived with the thought of bringing together scientists, engineers 

and researchers from various domains all over the world. It has been a platform where some of the 

greatest minds of the country and abroad could interact, exchange ideas and work together towards a 

common goal.   

I congratulate the entire team of Biomedical Engineering Department for structuring it to perfection and 

wish them all success. 

 

 

 

 

 

 

        Dr. V. E. Annamalai 

Patron, 

ICBSII – 2021. 
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From the Convener 
Dr. A. Kavitha 

Professor& Head, 
Department of Biomedical Engineering 

SSN College of Engineering 

 

 
Education is a holistic endeavour, creating new paths with endless boundaries and priming minds to 

orient one to the world. That being said, it gives me immense pleasure to present the IEEE- EMBS 

sponsored International Conference on Biosignals, Images and Instrumentation (ICBSII 2021).   

Biomedical engineering discipline is one which catalyzes interactions between biologists, physical 

scientists, and engineers to benefit medicine and human health. This serves society by conducting 

research that develops quantitative linkages across scales in the human body and uses that 

development to build new tools to improve human health. The outcomes of research assume a whole 

new level of importance and significance.   

The department is frequently organizing workshops, seminars, project exhibitions and guest lectures 

on diverse concepts related to the core and interdisciplinary subjects in biomedical engineering to 

equip the students in gaining a comprehensive knowledge of the industrial requirements to the fullest.  

The Department of Biomedical Engineering, in association with the Centre for Healthcare 

Technologies, a multidisciplinary research initiative, concentrating on research through innovation in 

healthcare, is organizing the 7thInternational Conference on Biosignals, Images and Instrumentation, 

hoping to instil research aptitude in students and provide a great platform for the researchers to 

showcase their work in various domains of Biomedical Engineering.  

The Pandemic has taught us so much. Taking all positive notes from the yearlong experiences, we 

have organised this conference in virtual mode, inviting speakers and participants from all over the 

globe.  

Come let us discuss Healthcare – And challenge anything that tries to disturb our wellbeing! 

 

 

 

Dr. A. Kavitha  

Convener,  

ICBSII – 2021 
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From the Coordinators 
Dr. S. Pravin Kumar 
 

Associate Professor, 

Department of Biomedical Engineering 

SSN College of Engineering 

 

Today healthcare industry is a multi-trillion-dollar economy behemoth at a crossroads. Currently being 

weighed down by crushing costs, the industry is looking for ways to improve in nearly 

every imaginable area. That is where health tech comes in. Tech-infused tools are being integrated into 

every step of our healthcare experience. The importance of quality healthcare has risen multifold after 

the COVID-19 outbreak. The academic diaspora is much more enthusiastic now on healthcare 

technology development than ever before. We have witnessed new collaborative outcomes almost in all 

leading private and public universities, a thrust on opportunities for innovations and research efforts for 

improving the health state of the mankind.  

  

Infusion of technology has also given much better opportunities to explore one’s healthset, mindset 

and soulset like never before. Due to this, there is an increasing demand for quality tools for speech 

technology, human mechanics, neurological and wearable data. Our invited sessions and pre-

conference workshop in the IEEE sponsored Seventh International Conference on Bio signals, Images 

and Instrumentation (ICBSII 2021) are therefore carefully structures to feature these talking points.   

  

ICBSII 2021 to be held on March 25-27, 2021 in SSN College of Engineering is expected to serve as an 

exemplary platform for researchers, academicians and industry practitioners from all over the world to 

explore and discuss novel ideas. This conference provides an opportunity to collaborate with experts 

and scholars from various fields on topics like bio signals, medical images, medical data analytics and 

medical instrumentation. We have seen tremendous response this time, with papers received from 

almost all continents and speakers from USA, Europe, Australia, Middle East, and Singapore.  I would 

like to thank Dr. Sriram Balasubraminan, Drexel University, USA, Dr. Hugo Gamboa, LIBPhys-UNL, 

Portugal and my mentor Dr. Jan G Svec, Palacky University, Olomouc for their support in connecting 

with the fellow scientists, industrialists and academicians in their respective countries.   

  

I extend my sincere gratitude to the management of SSN College of Engineering, Mrs. Kala 

Vijayakumar-President, SSN Institutions and Dr. V. E. Annamalai- Principal, SSN College of 

Engineering for granting the department a delightful opportunity to organise this brilliant event that 

enables us to grow on a global level. I would like to thank our Head and organizing chair Dr. A. 

Kavitha, my colleague Dr. K. Nirmala in the organizing team and all my colleagues in the ICBSII-

2021 coordinating committee for their support, constructive feedback, timely, tireless, and meticulous 

efforts in conducting this event. My special thanks to Ms. Divya for coordinating the pre-conference 

workshop. I am grateful to our sponsors IEEE Madras Section, EMBS Madras Chapter and Computer 

Society Madras Chapter. Finally, I would also like to take this opportunity to thank all external 

reviewers and contributing authors for producing high quality papers to be presented at the 

conference.   

Dr. S. Pravin Kumar 

Coordinator,  

ICBSII – 2021 
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From the Coordinators 
Dr. K. Nirmala 

Associate Professor, 

Department of Biomedical Engineering, 

SSN College of Engineering 

 

 
 

 

It gives me an immense pleasure to once again put our hands together in organizing the Department’s 

annual extravaganza! The IEEE sponsored Seventh International Conference on Bio signals, Images 

and Instrumentation (ICBSII 2021) on March 25-27th, 2021 in Sri Sivasubramaniya Nadar College of 

Engineering. The purpose of this conference is to bring Researchers and Industry Practitioners together 

to present and discuss novel approaches and solutions. The outcomes in the field of Biological, 

Medical, Health Care, Pharmaceutical, Biotechnology, Bioinformatics, Computer Science, Information 

Technology and Communication to create synergy, support Interdisciplinary Research, and to exchange 

ideas and explore new avenues of collaborations. For this conference, research papers on the 

mentioned issues were received from India and Abroad. Papers received in this international 

conference were reviewed by the technical program committee members. The conference turned out to 

be a forum for scientists and researchers all over the world to share their ideas, experiences, findings, 

and conclusions of their work in due course of their scientific research. 

 

I would like to thank the ICBSII-2021 organization and technical program committee for their support, 

constructive feedback, and timely proposal review. I extend my sincere gratitude to the management of 

SSN College of Engineering, Dr. Kala Vijayakumar, President, SSN Institutions and                           

Dr. V.E. Annamalai, Principal, Sri Sivasubramaniya Nadar College of Engineering for granting the 

department a wondrous opportunity to organize and conduct this productive occasion helping us to take 

it forward to the global level. I would extend my sincere thanks to the sponsors IEEE Madras section, 

IEEE Computer society Madras chapter and IEEE EMBS madras chapter. 

 

Finally, I would also like to take opportunity to thank all external reviewers and contributing authors 

for producing high quality papers to be presented at ICBSII 2021. I would also like to thank all the 

Faculties, Non-teaching staff and students of the biomedical department who have contributed towards 

organizing the occasion to make it a grand success! 

 

 

Dr. K. Nirmala 

Coordinator,  

ICBSII – 2021 
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Physiology and Acoustics of Human 

Voice 

Dr. Jan G. Svec 

 

Abstract: 
 

In this overview lecture, we will get familiar with the principles 

of voice production in human body. We will take a look at the 

vibrations of the vocal folds and at the primary sound of voice 

generated due to the modulation of the airflow caused by these 

vibrations. Further, we will show how the sound changes when 

passing through the acoustic cavities of the vocal tract to form 

the final quality of the human voice. Finally, we will investigate 

the basic properties of the acoustic spectrum of voice and show 

how the voice sound can be separated into its components. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Dr. Jan G. Svec 
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Medical imaging in computer aided 
diagnosis, focused on voice  therapy 

Dr. Barbara Zitova 

Abstract: 
 

Computer-aided diagnosis is the computer-based system that helps 

specialists to take proper decisions. Medical imaging is focused on 

information in images acquired by doctors and it evaluates and 

analyzes abnormalities. The novel software tool for voice disorder 

diagnosis, based on videokymography will be introduced which 

increases the objectivity of the vocal fold examination and enables 

to follow the therapy progress. 
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citations. 



2021 IEEE Seventh International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, ICBSII 2021-25th-27thMar’21 ISBN: 978-0-7381-4471-9/21 

 

xxxiv  

 

 

The Prospects Of Engineering In 

Medicine –A Spine 

Surgeon's Perspective  

Dr. Sudhir Ganesan 

Abstract: 
 

 
Dr. Sudhir Ganesan 

Ortho Spine Surgeon, SRIHER, 

Chennai. 
Dr. Sudhir Ganesan completed his under 

graduation from Thoothukudi Government 

Medical College, Dr. MGR Medical 

University. He pursued his post-

graduation in Orthopedic surgery in the 

prestigious Ganga Hospital, Coimbatore 

and was awarded the Dr. Balu Sankaran 

Gold Medal, for securing All India first 

rank in DNB Orthopaedics. His passion 

towards the field of spine surgery, lead 

him to pursue his FNB super speciality in 

Sir Ganga Ram Hospital, Delhi. He was 

awarded the best outgoing Fellow of FNB 

spine. To hone his skills further, he went 

as an observer in Spine Surgery to 

Queen’s Medical Centre, Nottingham, 

UK. He was awarded the Tamil Nadu 

State Orthopaedic Association Foreign 

Fellowship Award 2017 which he utilized 

for his training in endoscopic 

spine surgery from St. Anna’s Hospital, 

Herne, Germany. He was also the recipient 

of AO Asia Pacific Research Grant Award 

2017 for his molecular project. He has 

been elected as an AO Spine Asia Pacific 

Delegate Council Member 2019-2020. His 

area of interests are Degenerative 

disorders, Trauma, deformities, 

Endoscopic Spine Surgery and Minimally 

Invasive Spine Surgeries. His Spine 

surgery count spans around 700 per year. 

He strongly believes in knowledge sharing 

and enlightening the young minds and has 

thus been the key note speaker and faculty 

in various conferences. 

The realm of spine surgery in India began with Lord Krishna 

correcting spinal deformity of his devotee as early as 3500 BC. 

In western world, reports for correction of spinal deformity is 

documented in Edwin Smith Papyrus in 1700BC. Since then 

the progress in the field of spine has been phenomenal in the 

western world but there hasn't been anything indigenously 

phenomenal from India. At some point from our ancient 

Literature to today we have purposely removed our thinking hat 

and replace it with an in vogue hat and started following the 

crowd, unmindful of what the destiny might. Lack of trust in 

our literature or believing the rulers of our Land in the past, 

have something better that we don't, may have propelled us to 

this point. With time we can see the reinstallation of our ancient 

believes in turmeric, salt, clove and coal scientifically in the 

western world. So it’s time to remove our in vogue hat and put 

our thinking cap on. If we do so, we can see innumerable 

opportunities to create, innovate and have our own mark, 

especially when the potential of biomedical engineering is 

rightly tapped and put to use in the field of Spine Surgery. 
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Affective Computing Applications in  
Healthcare 

Dr. M. Murugappan 

Abstract: 

Affective computing or Artificial Emotional Intelligence (AEI) is 

the area of computer science, which mainly aims to measure, 

simulate, understand, and react to human emotions. This field of 

research utilizes information from several types of sensors to 

collect the user’s emotional responses. Some of the most types of 

sensors used for understanding emotional responses are the 

camera (recording facial emotion expressions), the microphone 

(vocal emotional speech responses), biosensors (physiological 

changes), and gestures (body postural changes). Then advanced 

software and Artificial Algorithms process the information into 

actionable data. There has been copious academic research into 

applying affective computing in many areas, but the technology 

is still at a relatively nascent stage. This field of research has 

been widely applied in several areas such as marketing, 

economics, e-learning, e-governance, gaming, insurance, 

customer service, etc. In recent years, the application of affective 

computing in healthcare emerges in multiple areas, emotional 

impairment detection in neurological disorders, psychological 

counselling, developing a communication tool for autistic 

patients, emotional stress assessment, stress behavior analysis, 

clinical diagnosis, etc. The present talk is going to review the 

general state of the art in Affective Computing and its 

applications in medicine, challenges in developing assistive 

systems, and explore the potential applications used in clinical 

diagnosis. Finally, I will conclude the talk by presenting some 

experimental results related to affective computing applications 

in neurological disorders. 
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working as an Associate Professor in the 

Department of Electronics and 

Communication Engineering, Kuwait 

College of Science and Technology 
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Feb 2016. He has gained more than 10 

years of post-Ph.D. teaching and research 

experience from different countries (India, 

Malaysia, and Kuwait). He has received 

several research awards, medals, and 

certificates on excellent publications and 

research products. Recently, he has been 

included in the Top 2% of Scientist in the 

world in Experimental Psychology and 

Artificial Intelligence by Stanford 

University researchers. He has published 

more than 110 research articles in peer-

reviewed conference proceedings/ 

journals/book chapters. He has got a 

maximum citation of 3900 and the H index 

of 33 and i10 Index of 66 (Ref: Google 

Scholar citations). 
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Brain stimulation methods in psychiatry 
 

Dr. S. Kailash 
 
 

Abstract: 

In the management of mental health disorders and in psychiatric 

research various brain stimulation methods are in day to day use. 

These brain stimulation methods use electrical currents or magnetic 

fields to modulate the neuronal firing of the brain and thereby 

produce the desired effect. This electric current or magnetic field is 

applied to the brain either transcranially or directly by surgical 

implantation of electrodes. The common transcranial methods of 

brain stimulation are Electroconvulsive therapy (ECT), 

Transcranial magnetic stimulation (TMS), Cranial electrical 

stimulation (CES), Transcranial direct current stimulation (tDCS), 

also called direct current polarization, Magnetic seizure therapy 

(MST). The important surgical methods of brain stimulation 

include Deep brain stimulation (DBS), Cortical brain stimulation 

(CBS), Vagus nerve stimulation (VNS). Salient features of these 

Brain stimulation techniques will be discussed in the presentation. 
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Making sense of Biosignal 

 Dr. Hugo Gamboa  
 

Abstract: 

In this talk several types of biosignals will be covered 

explaining the challenges of collecting, processing extracting 

information and making sense of the physiological dynamics.  

The application of machine learning techniques to biosignals 

will also be covered to give a perspective on how to create 

automated decision mechanisms based on biosignals capture. 

During the several topics of the presentation, several research 

examples conducted at Nova University of Lisbon in 

collaboration with PLUX and Fraunhofer will be given. 
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Neuromuscular electrical stimulation: 
Benefits from Machine Learning 

 Dr. Deepak Joshi 
 

 

Abstract: 

 
Neuroprosthesis has shown promising potential in not only 

motor prosthesis but also in sensory and cognitive 

rehabilitation. It primarily includes the concept of neuroscience 

and biomedical engineering. Despite of pioneer success of 

invasive neuroprosthesis, the concerns related to surgical 

outcomes and associated complications limits the usefulness. 

Therefore, noninvasive methods like functional electrical 

stimulation and Transcranial Magnetic Stimulation have gain 

popularity in the past.  The present keynote will briefly explain 

the introduction of electrical and magnetic stimulation and 

some preliminary simulation results in Spinal Cord injury 

patients. Further, the talk will address the present limitation 

with stimulation techniques and possible solutions with 

machine learning. The keynote will also discuss the challenges 

and future scope of such stimulations in neuromotor research.  
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ten years. During his PhD he developed a 
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popular article in IEEE Transaction on 
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engineering. His research work at Institute 

of Neuroscience (ION), Newcastle 

University in United Kingdom (UK) 

discovered that artificial proprioception can 

significantly improve the myoelectric 

control in upper limb amputee. During his 

postdoctoral at University of Oregon in 

United States of America (USA), he 

worked on integration of various sensing 

modalities to provide seamless transitions 

in lower limb prosthesis.  
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Languages and emotions: Towards  
speech technology development for   

under-resourced languages and  
secondary emotions 

 Ms. Jesin James 
 

Abstract: 

In the first part of this keynote address, the focus will be on 

emotional speech synthesis for healthcare robots. Many of these 

social robots can interact with humans using their voice. This 

research identified the type of voice that is needed for a 

healthcare robot interacting with humans, and synthesized voice 

for the healthcare robot. A perception test was conducted it was 

found that the participants could perceive high levels of 

empathy from a healthcare robot speaking with a synthesised 

voice containing the five secondary emotions. This study was 

the first of its kind analysing secondary emotions, which are 

much needed for future human-robot interaction applications. 

Another aspect that will be addressed in this keynote speech 

will be speech technology development in under-resourced 

languages. The other languages that have limited resources for 

speech technology development are called under-resourced 

languages (Ex: Malayalam, te reo Maori, New Zealand English, 

Indian English). A classic example is how we have to alter the 

way we talk English so that Siri/Alexa understand us, because 

we speak Indian English and the technology is most often 

trained on American/British English. Our language knowledge 

and technological abilities can help in the development of 

resources for our under-resourced languages. Speech 

technology resource development conducted for Malayalam, te 

reo Maori and New Zealand English will be explained, along 

with the necessary next steps in the area. 
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model for the same. Further, during 2014-

2016 she worked as a Lecturer in 
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the Computer systems engineering. She is 

currently working in the Healthcare Robot 

project (part of CARES, University of 
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development of the speech of the robot in 

New Zealand English. The aim is to 

improve the naturalness of the speech and 

incorporate empathy into the robot voice, 

to further improve its acceptance. 
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Artificial Intelligence for Applications  
in Neurology 

 Dr. Justin Dauwels 
 

Abstract: 

Many tasks in medicine still involve substantial manual work. 

In many cases there is strong potential for intelligent 

automation by Artificial Intelligence (AI), leading possibly to a 

reduction in costs and man-hours, while increasing the quality 

of clinical service. In this talk, we will consider applications of 

AI in the domain of neurology. 

We are developing a low cost validated system to automatically 

interpret EEG via remote access. Diagnosis and management of 

neurological disorders rely on visual review of EEG data by 

specialized physicians. As the duration of EEG recordings 

ranges from 30 minutes to several weeks, the visual review is 

time consuming, and accounts for approximately 80% of total 

cost associated with EEG reading. Our system has the potential 

to reduce expenses associated with EEG testing and allows 

physicians to devote more quality time to their patients. One of 

the applications that we have explored so far is diagnosis of 

epilepsy of EEG. In this talk, we will show numerical results on 

large EEG datasets of epilepsy patients and healthy control 

subjects for multiple centers.     
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Abstract-Electroencephalography (EEG) is a method of 

recording the electrical activity of the brain and it has 

been used to detect various neurological disorders 

which are associated with the abnormal brain electrical 

activity. Various diseases such as epilepsy and 

Alzheimer’s disease are being detected using EEG. 

Autism spectrum disorder(ASD) which is a neurological 

disorder impairs the socialization, communication and 

behavior of the subjects suffering from it. Various 

studies have been conducted to find the EEG 

abnormalities in ASD subjects and normal controls, so 

that ASD can be detected using EEG. Various feature 

extraction techniques have been employed to extract 

features from EEG signals of the subject which can help 

in the classification of ASD and normal controls. 

Machine learning and deep learning networks have 

been used to classify normal and abnormal EEG 

waveforms and several studies have used Convolution 

neural networks (CNN) for the classification. In this 

study, we have used transfer learning approach to train 

the pre-trained CNNs, GoogLeNet and SqueezeNet for 

classifying ASD subjects and normal controls using 

their EEG signals. The accuracy achieved using the 

GoogLeNet and SqueezeNet were 75% and 82% 

respectively and the results obtained indicate that this 

method can assist in classifying ASD subjects and 

normal subjects using EEG signals. 

Keywords- ASD, EEG, CNN, GoogLeNet, SqueezeNet 

I. INTRODUCTION 

Electroencephalography (EEG) is a low cost, 

non-invasive and easy to use technique, used to 

record the electrical impulses produced by the brain. 

The brain waves can be classified into different bands 

of different frequency ranges and each frequency 

band corresponds to different mental states [1]. EEG 

signals are non- stationary, time varying signals and 

different methods have been applied to extract 

features from EEG signals for classification [2] [3]. 

Different features have been extracted from EEG 

signals using different techniques for classification. 

Discrete wavelet analysis has also been performed on 

the EEG data in the past to classify EEG signals [4] 

[5].  

EEG has been used to detect various 

neurological diseases such as epilepsy, Alzheimer’s 

disease, sleep disorders etc. Machine learning 

techniques have been used for the automated 

classification of epilepsy using the EEG data [6] [7]. 

Pre-trained deep learning neural networks have been 

employed to classify motor imagery EEG [8]. A three 

dimensional CNN was used for the automated 

detection of seizures based on multi channel EEG 

data [9]. Channel-wise scalograms have been 

generated from EEG data and de-noising auto 

encoders employed for the epileptic seizure detection 

[10]. Brain waves were used to determine the sex of 

subjects using CNN and an accuracy of more than 

80% was achieved in identifying that the brain waves 

are different in male and female subjects [11]. 

Convolution neural networks have also been used for 

the multi class motor imagery classification [12] and 

13 layered CNN was used to detect seizure using 

EEG data [13]. 

Autism spectrum disorder are a group of 

complex neurodevelopment disorders, such as, 

Asperger syndrome, pervasive development disorders 

not otherwise specified, autism and other related 

disorders [14]. ASD subjects have deficits in 

socialization, communication and behavior [15] [16]. 

According to Center for Disease Control and 

Prevention (CDC), approximately 1 in 54 children 

aged 8 years suffer from ASD in USA [17]. ASD is a 
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complex disorder and its symptoms overlap with 

other psychiatric disorders. So, it is important to use 

the appropriate instruments and scales to diagnose 

subjects with ASD [18]. 

EEG abnormalities were found in gamma band 

between the autism subjects and control subjects 

[19]. Studies also reported frontal EEG power 

differences between ASD subjects and control 

subjects within first year after the birth [20]. 

Extraction of non linear features from EEG data was 

performed and used by statistical learning methods 

for the classification of ASD and non ASD subjects 

[21]. 

In this study, Scalograms, which are visual 

representations of wavelet transform of a signal and 

plotted as a function of time and frequency were 

channel wise generated from the EEG data. The 

scalograms were then used to train pretrained neural 

networks GoogLeNet and SqueezeNet to classify the 

ASD subjects and the normal controls. GoogLeNet 

deep CNN was proposed by researchers at Google 

and it was the winner at ILSVRC 2014 image 

classification challenge [22]. It has 22 neuron layers 

and has been used for computer vision tasks such as 

face detection and recognition. SqueezeNet deep 

CNN was released in 2016 and was developed by 

researchers at DeepScale, University of California, 

Berkeley and Stanford University. The SqueezeNet 

neural network is 18 layers deep [23]. 

II. METHODS 

The EEG data used in this study for the 

automated detection of ASD was obtained from King 

Abdul Aziz University, Saudi Arabia. The dataset 

consists of data from 13 ASD subjects and 4 normal 

controls. The 16 channel EEG data, sampled at 256 

Hz, was recorded according to the international 10-20 

electrode placement system. EEG data was then low 

pass filtered (50 Hz) and high pass filtered (0.5Hz). 

The data was segmented by taking 1000 data points 

per segment. A total of 4768 segments were formed 

and the data was labeled as “ASD” for autism 

subjects and “NOR” for control subjects. There were 

2720 segments belonging to ASD subjects and 2048 

belonging to control subjects. The workflow of this 

study has been given in Fig. 1. 

 

Fig. 1 Workflow of the study 

A scalogram, which is a visual 

representation of wavelet transform of a signal and 

plotted as a function of time and frequency were 

channel wise generated from the EEG data and a 

sample scalogram is shown in Fig. 2. 

 

Fig. 2 A sample scalogram obtained from EEG waveform 

Scalogram for signal with 1000 samples was 

generated as RGB images. The RGB image is an 

array of size 224x224x3. All the images were divided 

into training, validation and testing datasets. A total 

of 4768 images were formed in which 2720 belonged 

to ASD category and 2048 belonged to Normal 

category. 3338 images were used for training the 

networks, 476 images were used to validate the 

networks and 954 images were used to test the 

networks. 

Pre-trained GoogLeNet neural network and 

SqueezeNet neural network were used for the 
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classification of ASD and control subjects using the 

generated RGB images. The input size of images for 

GoogLeNet should be 224x224x3.  The GoogLeNet 

network is pre-trained to classify images into 1000 

categories and we have retrained the network. Each 

layer of the GoogLeNet acts as a filter. The earlier 

layers extract the common features of the images and 

the subsequent layers extract more specific features. 

The convolution layers extract the features and the 

final classification layer is used for classification. A 

dropout layer was used to prevent over-fitting. The 

training aims at achieving better accuracy and 

minimizing the loss function.  

Another neural network called SqueezeNet was 

also trained to classify ASD subjects and control 

subjects. The input size of 227x227x3 is required for 

SqueezeNet and the images were therefore resized to 

227x227x3. The training, testing and validation 

samples sizes were same as used for GoogLeNet. The 

study was carried out using Matlab 2020a and Matlab 

toolboxes such as deep learning toolbox, signal 

processing toolbox and wavelet analyzer have been 

used in this study.  

III. RESULTS 

The data was divided into training, 

validation and testing datasets. 3338 images were 

used to train the network. The validation dataset 

consisted of 476 images and was used to validate the 

network. The testing data was used to evaluate the 

network and 954 images were used for testing.  

Stochastic gradient descent with momentum 

optimizer was used for training the neural networks. 

The minibatchsize was set to 10, the number of 

epochs was 20 and 4440 iterations were performed. 

The initial learning rate of 0.0001 was used. It took 

806 minutes to train the neural network on a single 

CPU. The validation accuracy 75% was achieved by 

the network and the accuracy achieved using the 

testing data was 74%. The GoogLeNet training 

process is shown in Fig. 3.  

After using GoogLeNet, we used 

SqueezeNet for classification of ASD and control 

subjects. The RGB images generated were used to 

train the neural network. The RGB images generated 

for GoogLeNet were resized into 227x227x3 format 

for training the SqueezeNet neural network. The 

number of training, validation and testing images  

were the same as used for GoogLeNet. The training 

set consisted of 3338 images. The network was 

validated using a validation set which consisted of 

476 images. 

After 10 epochs and 4995 iterations, the 

validation accuracy of 82.98% was achieved by the 

network. The accuracy achieved using the test data 

was 80.71% in classifying ASD and normal controls. 

The test set was used to evaluate the model and 

consisted of 954 images. The SqueezeNet neural 

network achieved an accuracy of 80.71% using the 

test set. The SqueezeNet training process is shown in 

Fig. 4. 

 

Fig. 3. GoogLeNet deep CNN training process 
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Fig. 4. SqueezeNet deep CNN Training process

IV. DISCUSSION 

The severity and the symptoms of ASD vary 

and it is difficult to diagnose. The diagnosis is done 

by professionals and various tests and behavioral 

patterns are observed. Various studies have used 

EEG signals and used different feature extraction 

techniques for the detection of various neurological 

diseases, such as epilepsy, Alzheimer’s disease, 

dementia, etc. Various studies have used Machine 

learning algorithms for classification of ASD subjects 

and normal subjects using EEG data. The 

classification accuracy of GoogLeNet CNN and 

SqueezeNet CNN has been shown in Fig. 5.  

 

Fig. 5. Classification accuracy of GoogLeNet and 

SqueezeNet 

In this study, transfer learning approach was 

adopted to use GoogLeNet and SqueezeNet, which 

are pre-trained neural networks for classification of 

images. We re-trained them using the RGB images 

generated from sclaograms. The scalograms were 

generated form EEG data using the wavelet 

transform. The results indicated that the classification 

accuracy produced by SqueezeNet was higher than 

the classification accuracy obtained by GoogLeNet in 

classifying ASD.  The same number of images were 

used to train both the neural networks but the time 

taken by SqueezeNet for training was much less as 

compared to GoogLeNet.  

The GoogLeNet and SqueezeNet deep 

CNNs extract image features from the RGB images 

and then classify these RGB images using the 

generated features. The scalograms belonged to either 

“ASD” category or “NOR” category and the deep 

CNNs classified the obtained scalograms into these 

two categories. The results indicated that the 

SqueezeNet deep CNN is better at classifying the 

EEG signals of ASD subjects and normal subjects 

using the sclalograms obtained from the EEG signals. 

V. CONCLUSION 

The transfer learning approach used in this 

study to classify ASD subjects and control subjects 

using EEG data achieved a good accuracy and the 

results indicate that this method can be used to 
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classify ASD subjects and normal controls. The 

limitations of this study are that this study was 

performed using a single CPU which led to larger 

training time. The dataset size also could be increased 

and several other pre-trained neural networks could 

be used to classify the ASD subjects and normal 

subjects. 
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Abstract—Epileptic seizures are explianed as the abnormal
electrical activity occurring in the brain due to an internal or
external triggering factors. EEG (Electroencephalograph) is used
to record brain activity and can be used to detect the seizures
before, during or after they occur. These signal characteristics,
however differ from patient to patient due to the different
emotional and physical wellbeing of the various individuals. In
normal circumstances, anti-epileptic medication is used to treat
patients but very few systems have been developed to manage
and track the seizures. In most extreme and rare cases, some
patients undergo invasive surgery to treat the seizures and this
is common in seizures that are caused by tumours or physical
brain damage. Non-invasive surface electrode EEG measurement
gives an estimate of the seizure onset but more invasive intra-
cranial electrocorticogram (ECoG) are required at times for
precise localization of the epileptogenic zone. This project aims
at designing and implementing a device that can be used to
detect and monitor the attention and meditation values of a
person in real time. The system measures the EEG waves of
the brain, performs feature extraction, classification and sends
the control command over wireless to a remote controller. The
remote controller in turn issues commands with corresponding
brain wave frequency and sends it to the cloud for remote analysis
and classification.

Index Terms—cloud, electroencephalograph, epilepsy, non-
invasive, wireless.

I. INTRODUCTION

The EEG signals we mainly focused on alpha and beta
wave, in which the beta waves represents the awaken-
ing/reasoning state, whilst alpha is associated with meditation
and relaxation. EEG are extracted non-invasively from the
brain by means of the electrodes and then they are sent to the
cloud for monitoring in real time. The recommended range of
operation of EEG waves according to the IEEE is shown in
table 1 [1].

The recording of the electrical signal is done along the
scalp and the variations of voltage resulting from ionic current
flow within the neurons of the brain[2-3]. The human brain is

TABLE I
NEURO-FEEDBACK WAVE RANGES

Brain Wave Range
Delta 0-4 Hz
Theta 4-8 Hz
Alpha 8-13 Hz
Beta 13-30 Hz
Gamma 30-44 Hz

made of a billion nerve cells named neurons and when they
interact, they emit a measurable electrical impulse which we
can measure using EEG. The project aim is to design a system
for epileptic diagnosis, monitoring and analysis by making
sure that these objectives are achieved:

• Obtain real time EEG signal from the frontal lobe using
the neurosky mindwave sensor.

• Establish communication between the microcontroller
and the web interface through the GSM modem.

• Perform feature extraction using fast Fourier transform
on the raw EEG signal to obtain percentile values of
attention, meditation and eye movement.

• Determine maximum feature value for the extracted fea-
tures.

• Create correlation plots between the 3 extracted features.
• Create alert mechanism using the react control command

in the web interface.
• Display in real time physical location of the system,

values of attention, meditation and eye movement as
a percentage of their operating frequencies to the web
interface.

II. SYSTEM DESCRIPTION

EEG signal acquisition, digitization and transmission in
figure 1 are done using the TGAM1 board, using a single
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channel dry electrode [4-6]. A dry single sensor is used to pick
up voltages from the brain using the ear as the reference. The
resultant voltage is subtracted through common mode rejection
to convert it into a single channel EEG.

Fig. 1. Block Diagram of the Whole System.

The signal is then amplified at a gain of 2000 to enhance
the faint EEG signals. The amplified signal is passed through
digital low and high pass filters to get signals the signal
in the range of 1-50Hz range, which is equivalent to the
EEG frequency range[11]. The signals are then sampled at
512 hertz and FFT performed to separate the EEG rhythms
for transmission. Figure 2 shows signal reception, feature
extraction, display and control are done using an Arduino
UNOR3 board.

Fig. 2. Signal Flow Diagram.

HC05 Bluetooth module is used to automatically pair with
the TGAM1 board and receive the transmitted digitized signal.
The TGAM1 transmit data values encoded within ThinkGear
packets as a serial stream of bytes via standard Bluetooth
serial port profile (SPP) at a baud. Attention and meditation
values were calculated and given on a scale between 0-100
as a percentage. A value between 40-60bpercent is considered
a neutral value for both attention and meditation, which are
given out as one-byte values that indicates the intensity of
the user’s level of mental focus which occurs during intense
concentration and directed mental activity. Meditation value is
an unsigned one-byte value that indicate the level of mental
calmness or relaxation and given as a percentage in the range
0-100. Raw value data is delivered as an asynchronous serial
stream of bytes from the TGAM1 to the receiving controller
via Bluetooth.

III. MATERIALS AND METHODOLOGY

A. EEG Sensor

The micro-electro-mechanical (MEMS) type human EEG
acquisition unit is the TGAM1 (ThinkGear ASIIC Module)
provided by Neurosky is shown in figure 3. The TGAM1 is
a MEMS sensor embedded with a signal conditioning unit
and a Bluetooth transceiver unit which communicates with the
controller via UART protocol [3]. The TGAM1 type sensor
consists of a reference electrode which is clipped on the ear
of the subject and the frontal electrode which is placed on the
forehead of the subject.

Fig. 3. EEG Sensor.

The sensor in figure 3 is used for signal processing and
feature extraction of the raw digitized EEG signal through the
TGAM1 board. After feature extraction the desired features
(attention and meditation) are displayed on the web in real
time to provide feedback of system action and analysis.

B. Signal Processing

The TGAM1 send information esteems encoded inside
ThinkGear parcels as a sequential stream of bytes by means of
standard Bluetooth sequential port profile (SPP) at a baud pace
of 57600ˆ[7]. The ThinkGear information esteems that are
removed from the encoded qualities are helpless sign quality,
consideration and contemplation esteems. Consideration and
contemplation esteems were determined and given on a scale
between 0-100 as a rate. An incentive between 40-60percent
is viewed as a nonpartisan incentive for both consideration
and contemplation, which are given out as one byte esteems
that shows the power of the client’s degree of mental center
which happens during extreme fixation and coordinated mental
movement. Reflection esteem is an unsigned one-byte esteem
that demonstrate the degree of mental tranquility or unwinding
and given as a rate in the range 0-100.

Crude worth information is conveyed as a nonconcurrent
sequential stream of bytes from the TGAM1 to the getting
regulator by means of Bluetooth. The parcel comprises of a
bundle header, payload and checksum. Parcel header is just
169 bytes and the relating information payload is a progression
of bytes being sent. The payload checksum byte is utilized
to check for the trustworthiness of the bundle’s payload and
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speaks to the aggregate of all bytes of the information payload.
At the less than desirable end, the payload checksum is deter-
mined in programming by taking the most minimal 8 pieces
of the whole and playing out one’s commendation opposite on
the pieces[8]. The payload checksum is the contrasted and the
checksum byte of the parcel and on the off chance that these
match, at that point the bytes of the payload are parsed.

C. Connecting to the cloud

There are two methods to post data to the “Thingspeak”.
They are the POST and the GET. While using POST the
time taken was 1 sec. But by using GET it was reduced to
0.33 sec per field[9]. In POST we are using both httplib and
urllib for sending data to server. So first it will get connected
to thingspeak.com then it will be posting the data and after
getting connected it will be posting the data to the respective
channels. In GET we are directly using httplib and not using
urllib. Instead of domain name IP address of site is given for
establishing connection. There are 8 fields per channel and all
of them can be simultaneously updated with a single value
each. Therefore, at the rate of 1sec per reading it was taking
nearly 40 mins for 2560 readings which was later reduced
to 14 mins. It was taking 0.33 sec for reading. So total time
taken was (.33*2560)/60=14 minutes�.[12-13] Figure 5 shows

Fig. 4. Channel Status

the read and write API keys that are used to read and write
to the cloud channel respectively. Programming interface keys
empower you to compose information to a channel or read
information from a private channel. Programming interface
keys are auto-produced when you make another channel.

AT commands were used in code to activate the sensor and
send data to the whe cloud by following these steps:

• Wake Seeedstalker from sleep
• Power up GPRSBee
• Pull data from sensors
• Connect to wireless network
• Connect to thingspeak
• Push data to thingspeak
the AT Commands used for pairing and configuring the

bluetooth module to the wireless headset are shown in table
2.

Fig. 5. API Key Generation

TABLE II
NEURO-FEEDBACK WAVE RANGES

AT Command Comment
AT Checking module response
AT+NAME=SET PROJECT Setting module name
AT+UART=57600,0,0 Setting baud rate
AT+ROLE=1 Setting module as master
AT+CMODE=0 Allowing connection to

only bound address
AT+BIND=ODB5:2B:67B4 Used to automatically pair

headset with Bluetooth module
AT+IAC=9E8B33 Setting default interpretation
AT+CLASS=0 Setting device class
AT+INQM=1,9,48 Setting query access patterns

IV. RESULTS

Figure 6 shows a 60 second variation plot of the attention
and meditation values from the EEG sensor as they are used
to determine the functioning of the human brain in real time
, under different physical activities. The variation is used to
track where there are high activities and low activities of
attention and meditaion values respectively.

Fig. 6. 60 seconds Attention and Meditation Variation Test Plot

Figure 7 shows the corresponding serial monitor results of
the real time values of the attention and meditation values
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before they are sent to the cloud for analysis. A continous
iregular pattern of both meditation and attention is an indica-
tion of epileptic seizure.

Fig. 7. Serial Monitor Output

Figure 8 shows a real time plot of the attention and
meditation values plotted in real time from the cloud interface
of thingspeak.A continous iregular pattern of both meditation
and attention is an indication of epileptic seizure.

Fig. 8. a Attention values plotted in real time b Meditation values plotted in
real time

Figure 9 shows eye movement values and the physical
location of the system in real time. An iregular and non-
contionous pattern of eye movement is an indication of an
epileptic seizure. The location feature is used to show where
the subject has been attacked at such that medical personnel
can pin point the subject and attend to them. Figure 10 shows a

Fig. 9. a Eye movement values plotted in real time b Physical location of
the system

2D plot comparison of Attention and Meditation values and a
correlation plot of Attention and Eye Movement. A continous
iregular pattern of either meditation and attention or atttention

Fig. 10. a 2D plot comparison of Attention and Meditation values b
Correlation plot of Attention and Eye Movement

vs eye movement is an indication of epileptic seizure. Figure
11 shows a Correlation plot of Attention and Meditation
and a correlation plot of Meditation and Eye Movement. A
continous iregular pattern of either meditation and attention
or ameditaion vs eye movement is an indication of epileptic
seizure. Figure 12 shows a 2D plot comparison of Attention

Fig. 11. a Correlation plot of Attention and Meditation b Correlation plot of
Meditation and Eye Movement

and Eye movement valuesand a 2D plot comparison of Eye
movement and Meditation values. A continous iregular pattern
of either meditation and eye movement or atttention vs eye
movement is an indication of epileptic seizure.

Fig. 12. a 2D plot comparison of Attention and Eye movement values b 2D
plot comparison of Eye movement and Meditation values

Figure 13 shows gauge bar for Eye movementand an Indi-
cator and Reaction control for epileptic detect.

Fig. 13. a Gauge bar for Eye movement b Indicator and Reaction control for
epileptic detect
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V. CONCLUSION AND DISCUSSION

A. Analysis

A relatively low cost system to help the disabled can be used
to assist the handicapped and physically challenged people to
perform their daily function. Remote monitoring and analysis
of eeg waves is possible using such a low cost system. A
relatively low-cost system to detect early stages of epileptic
seizures. Remote monitoring and analysis of EEG waves is
possible using such a low-cost system. Results show that
channel data classification using feature reduction performed
better with 98 percent sensitivity. For high frequency analysis
of frequencies between 60- 500Hz, the results show the same
sensitivity yet less specificity when compared to the classi-
fication using lower frequency range of 0-30Hz. The results
seen in this project show that PCA classifiers can be trained
to classify the data as epileptic or nonepileptic with good
accuracy. Even though training the classifiers took almost two
hours, it was still noticeably less than other machine learning
algorithms such as artificial neural networks. The accuracy of
this algorithm can be improved.This project contributes to the
detection of epilepsy by providing an automated classification
method that allows the data to be sorted as epileptic or
non-epileptic. While several commercially available software
packages exist for assisting medical professionals in making
this distinction, this method can be used to classify the data as
either epileptic or non-epileptic based on currently available
data. This allows the algorithm to be used for obtaining real
time classification of data while recording. While, identifica-
tion of epileptogenic zone will require the expert opinion of
an epileptologist, the machine learning algorithm can be used
to assist in signal analysis and classification.

B. Future Work

The project is retrospective in nature and epilepsy detection
is done in a number of different ways. There is need to carry
out data collection for a number of subjects so as to have a
comprehensive conclusion. There was need to take necessary
precautions and record accurate measurements. It was also
noted that there is need to get clearance from the relevant
authorities when designing biomedical systems.
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Abstract—The human-brain is a complex-organ developed with 
nerve cells which are known as the neurons. The human body 
functions are controlled by the electrochemical activity of the 
nerve cells which in turn generates electric signals. The functions 
and activities of the human body parts and organs are disturbed 
by the abnormal brain functions created by unusual brain 
electrical activity. The brain electricity could be monitored as 
electrical signals with an electrical signal measurement process 
called electroencephalography (EEG). The function and the 
health of the brain can be studied through EEG signals-analysis 
which are acquired noninvasively or invasively as the electrical 
signature of the brain physiology. Therefore, several brain-
diseases, brain disorders, and brain injuries can be diagnosed by 
analyzing the information extracted from the EEG signals. The 
paper reviews the application of the EEG in medical science and 
summarises the present status and future possibilities of the EEG 
technology in neuroscience and neuro-engineering. The papers 
reviewed the EEG application for major brain disorders such as 
Parkinson's disease, epilepsy, Alzheimer's disease, brain 
tumours, and stroke.  

 
Keywords - Human brain, neurons, synapse, brain electricity, 
electroencephalography (EEG), EEG measurement, brain disease, 
brain disease diagnosis with EEG 

I. INTRODUCTION 

The brain of the human body [1-2] is a complex-organ (Fig. 
1a) developed with about a hundred billion nerve cells, called 
neurons [1-2]. The brain is a part of the nervous-system [3] 
which includes the brain, the spinal-cord and a very large 
network developed with a huge number of nerve cells. The 
functioning of the human brain depends on the 
electrochemical activity [4] of the nerve cells which in turn 
generates electric signals. The depolarization and 
repolarization in neurons [5-6] which are produced due to the 
flow of the Ca++, Na+ and K+ ions, are the origin of the 
development of the electric potentials and the signal 
transmission at the synapse [1-2, 5-6]. Abnormal brain activity, 
which changes the function and activity of the human body 
parts and organs, appear as the unusual brain electrical activity 
[7]. The brain electricity could be monitored noninvasively (or 
invasively) as electrical signals called electroencephalograms 
[8-11] which could be obtained from an electrical signal 
measurement process (Fig. 1b) called electroencephalography 
(EEG) [11-17]. EEG is performed using a high gain amplifier 

circuit [17-21] interfaced with an array of surface electrodes 
called EEG electrodes [21-24] attached to the human head-
scalp with a number of possible electrode configurations. 
Voltage amplification and acquisition at different position of 
the brain produces different EEG signals such as gamma-wave 
(γ), beta-wave (β), alpha-wave (α), theta-wave (θ) and delta-
wave (δ) [21, 25]. Studying these EEG waves the brain 
functioning and the brain health can be studied as these waves 
are the electrical signature of the brain physiology. Therefore, 
EEG could be studied to extract the information for the 
diagnosis of  several brain-diseases [26], brain-disorders [27], 
and brain-injuries [28]. Utilizing EEG signals, a number of 
brain diseases and disorders could be detected such as 
epilepsy [29], Alzheimer's disease [30], Parkinson's disease 
[31], brain tumors [32], and stroke [33]. Moreover utilizing 
the information extracted from the EEG signals other 
physiological states such as stress, depression, emotions, 
mental fatigue or other mind status can also be studied. In this 
direction, the paper represents a short review on the 
applications of the EEG technology in medical, clinical and 
other applications. The papers reviewed the EEG application 
for few major brain disorders along with the application of 
EEG to for the non-medical and non-clinical applications. The 
paper also tries to summarize the present status and future 
possibilities of the EEG technology in neuroscience and 
neuro-engineering. 

         
Figure-1: Human brain and EEG acquisition (a) Human brain-anatomy 
showing three major parts of the brain: the cerebrum, the cerebellum and the 
brainstem (b) EEG recording with EECG electrodes. 

II. MATERIALS AND METHODS 

A. Human Brain Anatomy 

The human brain which is enclosed by the skull has three 
major parts: the cerebrum, the cerebellum and the brainstem 

Electrodes 

EEG 
System 
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[1-2]. Among these three parts, the cerebrum, which is 
considered as the brain’s largest part, is composed of right-
hemisphere and left-hemisphere. The cerebrum is responsible 
to perform the brain functions like touch interpretation, vision 
analysis and hearing. It also acts for controlling the speech, 
learning, reasoning, emotions, as well as the movement 
control. The cerebellum which is located below the cerebrum 
controls the muscle movements, body posture, and balance. 
The third part, named the brainstem acts as connecting part 
between the cerebrum and cerebellum to the spinal cord and 
controls heart rate, breathing, body-temperature. It also works 
to control the digestion process, swallowing, vomiting, 
sneezing, coughing, and wake and sleep cycles. 

B. Electroencephalography (EEG) 

The EEG is a test that measures electrical activity inside the 
brain. In EEG procedure an electronic instrumentation called 
EEG-instrumentation [17-21] is used to acquire the brain 
electrical signal. The EEG-instrumentation is interfaced with 
the brain through small conducting discs called EEG-
electrodes [21-24] which are attached to the scalp (Fig. 2a) 
which is the outer part of the human head developed with the 
layers of skin and subcutaneous tissue. The brain cells which 
are active all the time, even during our asleep, communicate 
via electrical impulses which collectively appear as the 
electrical signal called electroencephalogram. 
Electroencephalograms are found as the time varying signal 
(Fig. 2b) which can be analysed to extract many important 
information related to brain anatomy, physiology and the 
brain disorder and brain diseases.  

 
Figure-2: Positions/locations of the EEG-electrodes for the international 10-
20 system for electroencephalography-recording, (b) EEG signals with their 
different bandwidth,  

C. EEG Examination Procedure and Precautions 

The EEG procedure may be noninvasive or invasive [34]. 
In noninvasive EEG the electrodes are put on the scalp-
surface whereas the noninvasive EEG procedure puts the 
electrodes either on the brain-surface or even inside the brain 
with some needle electrodes. In invasive EEG [35-36] the 
electrodes are inserted into the brain through skull and either 
placed directly on the brain surface [37-38] or inserted further 
inside the brain [38-39]. In the noninvasive EEG, the 
procedure is conducted in such a way that the patients could 
not feel any discomfort [34] and return to the normal life very 
soon after the EEG procedure. The noninvasive EEG 
procedures are safe and painless. Even the invasive EEG is 
also conducted with some medical sedation so that the patients 
can not feel any discomfort. The EEG sensors or the surface 

electrodes neither apply anything into the brain nor pass on 
anything to the patient to feel discomfort or pain [34]. The 
duty of the electrodes to interface the brain/scalp with the 
EEG recording instruments and to acquire the brain electrical 
signals and sent them to the PC.  

D. EEG Electrodes and Electrode Placement 

In EEG procedure, a number of EEG electrodes are 
attached to the head-scalp with a standard electrode placement 
protocol such as international standard 10–20 system [40-42]. 
The 10–20 system which is an internationally recognized 
EEG-acquisition process to place the EEG signal recording 
sensors to determine the locations of the electrodes on the 
scalp surface. The 10–20 protocol based electrode placement 
system for EEG recording has been proposed and developed 
to maintain a standard testing procedure so that the clinical 
test results obtained from the EEG procedures could not only 
be reproduced but also could be effectively analysed and 
compared with some standard data sets to extract conclusive 
information and research finding. The 10–20 electrode-array 
system is basically based on the relationship between the 
location/position of the EEG-electrodes attached to the head-
scalp and the underlying area of cerebral-cortex. In the 10-20 
system, the electrodes are placed on the scalp surface in such a 
way that the actual distances between two adjacent electrodes 
are either 10% or 20% of the total front–back or right–left 
distance of the skull and hence "10" and "20" in the “10–20 
system” actually refer to inter electrode distance as a fraction 
of the total distances. Therefore, during an EEG experiment, 
the technician would place the EEG electrodes after 
measuring the dimension of the head and making the 
markings on the scalp surface to fix the location of the 
electrodes to be placed. As the patient’s head generally 
contain lot of hairs the electrodes are placed individually with 
the help of a certain type of adhesive through an array of 
surface electrodes are placed on the scalp as a head net 
arrangement housed on an elastic cap. 

E. EEG Instrumentation  

During the EEG procedure, the patient is generally asked to 
relax and be in a comfortable position throughout the test. 
Movement of the head is not expected as the motional 
artefacts [43-44] may come in the signals. Sometimes, the 
doctors or the clinicians may ask the patient to open and close 
the eyes during the test [34] to study the effect of opening and 
closing of the eyes on the EEG signals. If required, the 
technician even may ask the patient perform few simple tasks 
like performing mathematical calculations, reading books, 
looking at the pictures, taking the breaths or even looking at a 
flashing light. The electroencephalography is found as the 
time varying signal which provides much important 
information related to brain anatomy, physiology and hence 
the EEG can be utilized to study the brain disorder and brain 
diseases. EE signals are low frequency (1 Hz to 60 Hz) [45] 
low amplitude signal. The amplitude of the EEG signals of a 
normal subject in the awake condition is about 10–100 μV [46] 
when measured on the scalp. But if we measure on the surface 
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on the brain (subdural measurement) it is increased up to the 
range of mV. The electrodes are used to sense the brain 
potentials available on the scalp surface and to send it to the 
instrumentation through the connecting wires which may be 
coaxial cables or else. The brain signals sensed by the 
electrodes are passed through the instrument amplifiers, filters, 
digitizers and then are saved in a personal computer. 
Therefore, for the EEG instrumentation could be developed 
with an amplification circuit along with a low pass filter. 
Basically the EEG instrumentation is developed with 
amplifiers, filters and data acquisition system [47].  

F. EEG Acquisition  

EEG represents the signature of the brain electrical signal 
generated by the nerve cells. The Brain electricity is generated 
to communicate with the nerve cells to communicate with all 
other organs and body parts by sending the signals through 
nerves. To correlate the body motion with the EEG recorded, 
the live video may be taken [34] by the clinicians during the 
entire EEG procedures. The video is used by the doctors who 
are trained for EEG interpretation to diagnose the health 
problem and start to treat the condition. The EEG can be 
recorded for a short term (few minutes or few hours) or long 
terms (for several hours or even for several days) which is 
called the Ambulatory EEG (aEEG) [48-49] monitoring. The 
aEEG procedure is used for recording the brain electrical 
activity for several days. The aEEG provides the EEG 
information or the information about the brain electrical 
activity which allows the doctors and the clinicians to capture 
the abnormal brain activities which occurs occasionally [50]. 
Therefore, the aEEG has the ability to enhance the chances of 
capturing the brain electrical activity during seizure which is 
totally unpredicted in most of the cases.  

G. Applications of EEG 

EEG represents the signature of the brain electrical signal 
generated by the neurons. The Brain electricity is generated to 
communicate with all the neurons to collectively control all 
the human body function to keep the body alive and healthy. 
Therefore, the EEG can not only be utilized for the anatomy 
and physiology studies on the brain and also to study and 
diagnose numerous brain-disease and brain-disorder. Through 
the routine or regular short term EEG is used to study and 
diagnose several neural diseases but the EEG can also be used 
for longer time to collect the information which occasionally 
appears in some special brain disorders. Long term EEG is 
also found sometimes essential for ICU patients, patients in 
coma. Even the EEG can be used to confirm brain death in 
someone in a persistent coma.   

H. Brain Disorder and Brain Diseases 

The brain which is a part of the nervous-system is the 
control centre of the living body. The nervous system [3] 
includes the brain, spinal cord and a peripheral network of 
nerves constructed with neurons. Together with the brain, the 
nervous-system [3] communicates with the entire body 
through its communication by sending the electrical signal and 

receiving their responses through a particular biological 
circuit called nervous system generates. If due to some reason, 
the brain function or structure are disturbed or altered then the 
brain is called to have a disease called brain disease [26]. The 
brain disease may be created due to either any infection or any 
abnormal physiological changes in the body such as formation 
of tumour or stroke. When the brain fails to work in a normal 
healthy order, the physiological status is called the brain 
disorder [27].  Malfunctioning of brain or the brain-disorders 
may include an abnormal-conditions or disabilities of the 
brain that affect our body functions. Brain damage followed 
by a brain disorder or brain disease may also occur due to a 
trauma which may be either a mental trauma or a physical 
trauma. When the brain suffers from any disease it fails to 
function properly and hence it affects the health status of 
many body functions such as memory, sensation, and 
reasoning ability, personality, seizures etc. Among a huge 
number of brain disease or brain disorder, a few brain diseases 
can be found as Brain Malformations, Cerebellar Disorder, 
Alzheimer's Disease, Brain Tumors, Dementia, Concussion, 
Creutzfeldt-Jakob Disease, Degenerative Nerve Diseases,.  

III. RESULTS AND DISCUSSIONS 

Among a number of brain diseases many of them could be 
detected by EEG. The following section has reviewed the 
application of EEG for detecting few of the brain diseases. 

A. EEG Applications for Brain Disease Detection 

Utilizing EEG signals, a number of brain diseases and 
disorders could be detected such as epilepsy [29], Alzheimer's 
disease [30], Parkinson's disease [31], brain-tumors [32], and 
stroke [33]. Brain injuries may be created either by the 
accidental impact or even be happened by blunt-trauma. The 
trauma can damage brain-tissue, nerves and neurons and 
hence it can affect the brain function. Examples of brain-
injuries may include 1) blood-clots, 2) hematomas, 3) 
cerebral-edema, contusions, or 4) bruising of brain-tissue, or 5) 
swelling inside the skull, 6) concussions, 7) strokes, or else. 
When a brain injury happens, a number of symptoms may 
occur such as vomiting, nausea, bleeding from the ear, speech-
difficulty, problems with concentration, memory loss, 
numbness, paralysis, etc. 

Albert et al., 2016 [51] applied the EEG to study the 
traumatic Brain Injury (TBI). Traumatic Brain Injury (TBI) 
[51-52] is known as one of the significant causes of death and 
after the post- accident disabilities [51]. The authors tried to 
contribute to develop an automatic, fast and reliable technique 
to process the EEG data to diagnose the TBI. In the proposed 
study, the authors diagnosed the TBI using a discriminant 
analysis process based on the quantitative EEG (qEEG) 
features-extraction from EEG data recorded. The authors 
utilized an EEG system called EmerEEG [51] which was 
found as an integrated portable decision support system and 
the artifacts were removed automatically and then the EEG 
features are extracted. The proposed algorithm was developed 
utilizing a model extracted from clinically-labelled EEG 
signals for TBI diagnosis. The authors reported that the 
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system was found able to diagnose the TBI using the 
developed algorithms with 79.1% accuracy in removing 
artefacts, and 87.85% accuracy in TBI-diagnosis. The authors 
anticipated that the proposed technique is found as capable of 
conducting an early diagnosis of TBI and the malfunctioning 
of the brain. A brain tumour is an abnormal tissue growth 
inside the brain which may be converted into cancer in the 
later stage. Before the invention of the modern conventional 
imaging techniques such as CT scanning, MRI, it was difficult 
to localize a brain tumours or other lesions [53]. EEG can be 
considered as a reliable tool in detecting the lesions within the 
superficial portions of cerebral hemispheres. The localizing 
the lesions situated inside the deeper regions such as posterior 
fossa the EEG based detections faces some limitations. 
Though the brain tumor can be studied with CT scan and MRI 
but EEG can also provide a lot of informations regarding the 
brain tumor [32, 54]. There will be many symptoms for the 
brain-tumors [55]. The seizures may be found as one of the 
symptoms for brain tumor [56]. The abnormalities found in 
the EEG signals obtained from a patient with brain-tumors 
may depend on the nature of the tumor and also at what stage 
the tumor belongs to. EEG variations which are observed for a 
patient with brain tumors are generally caused for the 
disturbances produced due to the tumor and hence the 
localization of the tumor is difficult is misleading from the 
EEG signal though advanced EEG techniques are also being 
studied for brain source localization [57]. 

B. Cognitive Load Prediction. 

The cognitive load is the amount of the working-memory 
which has been used for performing different tasks given. 
Studying of the tasks associated cognitive-load is very 
important for several applications. The measurement and 
assessment of cognitive load are very useful for designing of 
the instructional materials for students, for monitoring the 
mental well-being of person with important and complex tasks. 
EEG can be utilized for cognitive load prediction [58-59]. 
Friedman et al. (2019) [58] tried to use the EEG to understand 
and analyze the cognitive work-load of subjects undergoing 
the intelligence-tests. The authors applied the machine 
learning (ML) technique by training the classic ML models 
using EEG, signal-complexity [58] and network connectivity. 
The research findings obtained by the authors demonstrated 
that using the features extracted from EEG waves, cognitive 
load can be well understood.  

C. EEG for mental state and emotion detection  

Tandle et al. (2018) [60] applied EEG techniques to explain 
the mental state and emotion detection. They analyzed the 
EEG signals to try to understand the musical-stimulus-effect 
on the human-brain. Authors studied the features extracted 
from the EEG waves and tried to correlate with the human 
emotions associated with different brain-areas. The authors 
used the ML-algorithms o conduct their investigations to 
classify and validate the developed models. They concluded 
that EEG could be an effective procedure to assess the 
influence of the musical-stimulus on the human brain. 

Depression is a mental health disorder which is a group of 
conditions associated with the elevation or lowering of a 
person's mood. The depression is generally characterized by 
persistently unusual mood or mental state associated with the 
loss of interest in activities which can cause a significant 
impairment in daily life. At present, the depression is the one 
of the key concerns on the human health in the world. Cai et 
al. (2018) [61] studied EEG to diagnose and analyze the 
depression and conducted a research on a psychophysiological 
database. The data based of 92 depressed-patients and 121 
normal human-subjects were utilized from the database. Using 
a pervasive three-electrode (PTE) EEG acquisition system [61] 
the EEG waveforms were collected from of all the 213 
subjects under resting-state as well as with the sound-
stimulation. The EEG-waveforms were denoised with the 
Finite Impulse-Response filter (FIRF) by combining with the 
Kalman derivation formula, Discrete Wavelet Transformation, 
and an Adaptive Predictor Filter. After that, the linear and 
non-linear features were extracted from the EEG-waveforms. 
The information obtained from the depressed participants 
were distinguished from that obtained under normal controls 
using the Support Vector Machine (SVM), Classification 
Trees, K-Nearest Neighbor (KNN), and Artificial Neural 
Network (ANN) were used to distinguish. Results 
demonstrated that in the detection of depression, the KNN 
technique appeared more accurate for the EEG waveforms 
collected through PTE-EEG acquisition system. 

D. EEG for Criminal Forensic 

During the recent past, the electroencephalography-based 
brain-computer-interface (BCI) has been found as an 
emerging research studies in neuro-science, neuro-engineering 
and rehabilitation. The BCI allow a human brain to be 
interfaced with the computer through the brain signal (without 
the normal neurophysiologic pathways). Thus the BCI is 
found a medium through which the brain can communicate to 
a computer directly using the brain signals probed by the 
suitable sensor and instrumentation interfaced with the PC. 
Mohanchandra et al. (2015) [62] studied EEG and found that 
the brain electrical signals are very effective to establish an 
interface between the human-brain and a personal computer. 
The authors studied the possibility of the BCI in forensic 
investigation. They studied EEG to use it as a lie-detection 
tool which has been adopted for investigating and solving the 
criminal cases. Saini et al. (2019) [63] studied the information 
extracted from the EEG data for lie detection using support 
vector machine (SVM). Compared to the other state-of-the art 
feature extraction methods reported earlier, the proposed 
technique of features extraction with customized SVM 
showed better accuracy than. The proposed method of hybrid 
features distinguished the guilty and innocent subjects with 
the classification accuracy of 99.44%. 

E. EEG for Fatigue Detection 

Driving fatigue is an important issue as it if often found as 
the cause of traffic accidents [64]. Detecting the fatigue state 
of the drivers by monitoring their psychological parameters is 
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an effective and promising technique in preventing the traffic-
accident [64]. Jing et al. (2020) [64] tried to study the driver’s 
field driving fatigue test by monitoring the driver’s real-time 
EEG signals. The EEG waveforms of the drivers were 
obtained by basically in three typical states: awake, critical, 
and fatigue. The EEG signal was analysed using nonlinear and 
linear methods. The authors used a EEGLAB toolbox in 
MATLAB with a nonlinear method and the EEG-eigenvalues 
were collected. The EEG power characteristic values were 
calculated to assess the trend of EEG signals. The study 
provided the foundation in analyzing the driver’s fatigue states 
to help in designing of the driver warning-system in low-
voltage and hypoxia plateau environment. 

F. Fetal electroencephalography 

Adverse perinatal events which affect the cerebral-
functions not only work as the major origin for neonatal 
mortality and morbidity but also for long-term neurologic 
problem [65]. The intrapartum fetal-EEG is recorded to study 
the electrical activities of the fetal-brain to assess the fetal 
central nervous system (CNS) during labor [65]. Jing et al. 
(2000) [65] described a technique to monitor fetal condition 
using the fetal EEG and its real-time spectral analysis during 
labor. Authors studied the fetal-EEG analysis for fourteen 
pregnant women subjects who were found with uncomplicated 
term pregnancies. The fetal-EEG signals were studied with 
two suction-cup electrodes placed on the fetal-scalp. The 
electrodes were located at the occipitoparietal or parietal 
region of the brain and the real-time spectral-analyses were 
conducted for assessing the frequency and amplitude of the 
fetal-EEG waves. During the felat-EEG acquisition studies 
two fundamental EEG patterns were identified: 1) high-
voltage slow-activity and 2) low-voltage fast-activity. The 
authors mentioned that the spectral edge frequency (SEF) 
could be considered to be an excellent index of cyclic-EEG 
activities. Authors concluded that the proposed study may 
useful to enable us for getting a rapid alertness to the cerebral 
hypoxia for prompt intervention to decrease the risk for birth 
asphyxia and subsequent brain damage.  

The EEG has been found applicable also for a number of 
brain disorders as discussed above as well as for other medical 
studies such as Schizophrenia studies [66], Covid-19 studies 
[67] cognitive workload studies [68] and also could be studied 
in many other applications in future.  

IV. CONCLUSIONS 

Utilizing EEG signals, a number of brain diseases and 
disorders could be detected such as Alzheimer's disease, 
epilepsy, Parkinson's disease, brain cancers brain tumors, and 
stroke. Also, EEG can be efficiently utilized for cognitive load 
assessment, brain computer interface for physically disabled 
person, lie detection, mental health studies, and fatigue 
analysis and so on. Though the functional-neuroimaging 
techniques, like positron emission tomography (PET), single-
photon emission computed tomography (SPECT), and 
functional MRI (fMRI), can provide tomographic 
representation of the brain along with its physiologic 

information but fail to provide the high temporal resolution 
like EEG. Furthermore, EEG can provide the continuous or 
ambulatory monitoring facility of the brain which is extremely 
useful for studying a number of brain disease and disorders.  
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Abstract—Visual tools enhance the human ability to detect
structures found on time series. Medical doctors and data-
scientists rely on their visual abilities to perform time series
analysis. A visual tool that would summarize several sources
of information of time series would be of great value and is
not yet provided in the literature. This work proposes a novel
unsupervised visual strategy to summarize a time series and
compact several layers of information. The strategy extracts
information from the Self-Similarity Matrix (SSM). This data
source is able to segment the time series, detect events and show
relationships between subsequences. The visual strategy has been
tested on several use-cases from the medical domain, proving to
be type agnostic, intuitive and compact.

Index Terms—time series, summarize, visualization, biosignals,
segmentation, events, unsupervised

I. INTRODUCTION

Time series are complex sequences of samples that are
characterized by having several structures worth identifying,
such as patterns, events, subsequences, among others. The
interpretation of these structures on time series can be further
enhanced by leveraging visualisation tools and profiting of
the human eye. When analysing a time series visually, one is
trying to identify relevant structures that give insights on these
series and allow for their characterization. With an increasing
complexity of the time series, this task turns to be harder.
Having tools that could facilitate and enhance this ability of
searching for relevant structures on time series are of utmost
importance. Current visual tools are able to provide limited
information and are not scalable to the multitude of structures
time series have. [1].

In this work, we study how to design a strategy that
could summarize the information available on a time series
and expose it in a meaningful way. This process is inspired
by methodologies that exist in other scenarios for statistical
analysis, such as the available methods from the pandas python
library: pandas.profile() and pandas.describe(). These methods
are able to provide a summarization of the dataset that is given
as input. A method that could provide this type of summary
for time series, maintaining the graphical information that time
series have would be interesting to have.

This work gives a new insight over the concept of time
series summarization. A reasoning over which strategies can
be utilized to develop this methodology, as well as which
information is important to extract and used in order to
summarize a time series. Additionally, it proposes a graphical

representation of this information and delivers it in an intuitive
and meaningful way.

The manuscript is divided in the following sections: (1) The
definition of the problem will be discussed, considering what
information is reliable and which methods can be used to re-
trieve this information, (2) visual concepts about the way data
can be displayed, (3) related work, indicating which research
groups have already contributed on this topic, (4) proposal of
a solution, (5) demonstration of empirical examples with time
series from the biomedical domain and (6) overall conclusions
and future work.

A. Problem definition

Time series are sequences of real-valued and timely ordered
numbers that carry information. From this simplistic definition,
the information that time series carry can vary, as well as
depending on the user, the needed source of information can
change as well. Due to the high variability in the contexts from
which time series can stem from, a generalized structuring of
these is not an obvious endeavour. The major problem lies in
understanding the significant structures in the series and based
on these make a decision on what is critical information to
be visualized. The process of identifying significant structures
within time series is referred to as data mining.

Data mining tasks on time series involve several topics,
such as time series segmentation, event detection, time series
representation, time series classification, similarity search,
among others [2], [3]. From these strategies, it is possible
to get hints regarding what kind of information is typically of
interest and significant for users:

• Segmentation - Identification and division of differenti-
ated segments on time series. These segments are usually
well defined having specific properties that differ in some
way from preceding and subsequent sections.

• Events - Relevant instances on time series. These can
represent anomalies, peaks, changes on the signal’s prop-
erties, which can represent transition areas or indicate the
begginning of cyclic segments of the time series.

• Similarity - Relationship between samples or subse-
quences of the time series. Identifying which samples or
segments are most similar, or where these sections are
repeated over the time series.

• Characterization - Features of the signal are an important
source of information because of their descriptive value,
as well as statistical information about the time series,
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such as the histogram, which reveals the print of the time
series.

B. Proposed Strategy

The aforementioned elements are an initial source of inspi-
ration to understand which information is of utmost interest in
most problems. A strategy that could include these elements
into a compact yet meaningful and intuitive form of visualiza-
tion would be of great interest in the data-science community.
An ideal strategy, comprising this source of information,
should have the following properties:

• Domain Agnostic - Should be adequate for any domain
of time series and be of general purpose.

• Dimension Safe - Be able to provide information on the
time series regardless of its dimensionality and should be
expressed in the time scale that is adequate for the user’s
need.

• Intuitive - The visualization should provide intuitive
information even for complex time series.

• Compact - The design of the graph should be compact
and concise, so that the user can have all the information
on one single area, without having to scroll for multiple
pages of information.

• Qualitative/Quantitative - The information provided, even
if mostly qualitative, should be demonstrated in a quan-
tifiable manner, so that the user can have a notion of
dimensions, amplitudes and other quantities of the time
series.

• Unsupervised - Be able to extract the necessary informa-
tion without any previous knowledge of the data structure
of the time series.

Such a visualisation scheme would be advantageous in many
ways, such as: (1) identification of representative subsequences
of time series, (2) quick overview of the structure of a time
series, (3) quick identification of areas and events of interest,
(4) use as image descriptor.

II. RELATED WORK

A. Time Series Summary

Very few strategies are found to make compact and mean-
ingful representation of time series. The works that can be
highlighted refer to time snippets and time series bitmaps [1],
[4]. The first highlights the limitation of current methods in
providing a satisfactory solution to time series summarization.
It proposes a method that is able to segment the k most
representative sub sequences of a time series, and use these
elements as the summary. This strategy answers several of the
discussed demands aforementioned in Section I-A, namely the
segmentation and similarity. Regarding the time series bitmap
representation, the strategy is able to provide a coded bitmap
with information on cluster, anomaly and other regularities on
data collection. These bitmaps were used as folder icons, and
also answer several of the aforementioned characteristics, such
as similarity and events. An example of both strategies can be
seen on Figure 1.

A

B

Fig. 1: Strategies for time series summary found on the
literature. These images are taken from the works from [1],
[4]

Time series shapelets are also a method that could provide
interesting results. However, the strategy is supervised, and the
point of the proposed method is to have no apriori knowledge
about the structure of the data, except the time scale in which
the summarization is performed.

Other interesting strategies provide a transformation of time
series into text and could be used for time series summariza-
tion, but are not able to suitably summarize a time series from
the textual representation [5], [6].

B. Visual Inspiration

Strategies that are typically used to present information in
a compact way are found in several domains. In text analysis,
for instance, the relationship between repeating sequences
is illustrated with arc diagrams [4], [7]. These show where
repeating sequences occur in a very concise way. This has a
range of applications that include, for example text and DNA
sequence analysis.

(a)
(b)

Fig. 2: A - Diagram for string association. This image is taken
from the works from [7]; B - Circular plot by OmicCircos.
Several layers (Circular tracks) identify genome position, ex-
pression heatmaps, correlation between expression and CNV,
among other features. The image is taken from the works from
Ying Hu, et al. [8].

One domain that has a particular relevance in data visu-
alization is genomics. Graphical genome maps are found to
concatenate a significant amount of information in a very
compact way. Genome features and sequence characteristics
are assessed with this visual strategy. An example can be
found on Figure 2b. This visualization strategy can provide
increasing circular layers of information. Although we are
used to look at time series from left to right, a circular
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representation can have benefits to concatenate the information
we want to include.

In the musical domain, strategies have also been devel-
oped that summarize audio time series with segmentation
techniques. One of the strategies that is common to be used
involves detecting novelty instances on a similarity matrix
representation of the audio signal, called Self-Similarity Matrix
(SSM). This data structure provides a significant range of
information that can be used to retrieve structural information,
such as block and periodic structures [9], [10], [11], [12]. This
method will inspire our visualization strategy, which will be
explained further.

III. METHOD

As mentioned in Section I-A, a summary of the time series
should include several of the structural information available.
This section will present the process to reach this information
and how to translate it into a summarised version.

Fig. 3: The stages of the summarization process, from time
series to visual summary.

A. Information Retrieval

In this work, the process of information retrieval requires
the usage of a feature-based self-similarity matrix of the time
series, the SSM.

The process to compute the SSM is shown in Figure 4.
First, the method requires the input of the time series to
be summarized, then features are extracted to unveil several
properties that describe the morphological behaviour over
time. The features were extracted with the TSFEL library, by
means of a sliding window. All features were extracted, except
wavelet related [13]. Building the feature matrix (F), we are
able to compute the SSM with the following equation:

SSM = FT Ḟ (1)

The product between F and itself provides a rich visual
information, such as blocks and diagonals, based on similar-
ity scores from each time window. Higher similarity scores
mean that the corresponding time windows are similar [11],
[12].Blocks indicate areas of homogeneous morphology on
the time series. Changes between block structures along the
diagonal are able to segment the time series in different homo-
geneous areas. The off-diagonals provide periodic information.
Whenever off-diagonals are visible on the SSM, it reflects
the presence of cycles or pattern repetition [9], [10]. From
these structures, we are able to retrieve information to build a
summary of the time series.

Several methods have to be used to extract the needed
information: (1) Block transition information is extracted using
the strategy proposed by Foote et al., which is to convolve
a square shaped kernel with checkerboard pattern over the
SSM diagonal. The result is the novelty function (novaf) [14].
(2) Sliding a segmented subsequence over the SSM provides
a distance function between all subsequence segmented. (3)
Periodic and relevant events are extracted by searching the
minimum peaks of the similarity function (sf), which is the
column-wise sum of the SSM.

Fig. 5: SSM representation of the time series depicted on
the first graph. The segments differ substantially, which is
visible by the two main peaks of the novaf. Off-diagonals are
represented on the third segment, and periods are visible on
the sf.
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Fig. 4: Method to obtain the SSM. The stages are (1) Feature extraction based on a sliding window with a size defined by
the time scale; (2) Building the feature matrix, with each feature occupying a row and (3) compute the SSM based on the dot
product between the transpose F and itself.

B. Visual Strategy

The proposed solution for the visual summary of the time
series is to create a circular plot that includes the information
regarding: (1) Segmentation of the time series into differen-
tiated subsequences, (2) represent the distance between the
segmented subsequences (3) highlight relevant events inside
the time series and (4) show the distribution of amplitude
values of each segment on the center of the image.

A
B

C

D

Fig. 6: Visual summary of a time series. Layer A and B
highlight the 3 segments automatically detected (novaf). Layer
C shows the cyclic information and graph (sf) D provides the
histogram of each segment.

An example with a synthetic time series is presented on
Figure 5. The time series has 3 major structures, the first is
noise, the second and third are periodic signals with different
frequencies and shape.

From the computed functions (novaf and sf), we are able
to create the summary of the time series depicted in Figure 6.
This Figure shows different layers of information, being: (A)

the signal layer, where the segmented time series is computed,
(B) similarity layer, where the colored sectioning of the time
series is computed, being the color related with the similarity
with other segments, (C) the event layer, where significant
events are annotated and (D) the density value distribution of
each time series segment. The bar and arrow indicate the start
and direction of the plot, respectively.

IV. DEMONSTRATION

Walking 
Up

Walking
Down

Sitting Standing Laying

Fig. 7: Visual summary of use-case 1.

The visual strategy has been employed on several use-
cases to present its ability to provide a summarized version
of a biomedical time series, considering the factors mentioned
on Section I-B. The use-cases are: (1) accelerometer data
used for human activity recognition tasks [15], (2) blood
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volume pressure (BVP) data, acquired to evaluate the changes
in the BVP signal when posture changes occur [16] and
electromiographic data (EMG), acquired in the context of hand
posture classification [17].

A. Use-case 1: Human Activity Time Series

The signal was acquired at 50 Hz, and has a duration of
240 seconds. The data is divided in segments of activities
that the subject was performing. The SSM was computed
with a time scale of 5 seconds, being able to segment the
signal and show on the summary the highlighted segments.
The color of the segments highlight the similarity between
walking activities, while the difference with Laying. Events
signaled show occurrences on the signal but not related with
important information. The steps of walking activities are not
able to be detected, due to the time scale used.

B. Use-case 2: BVP Dataset

The BVP signal is periodic. It was acquired at a sampling
rate of 140 Hz. The signal has several anomalies, which are
present due to bad sensor connection. Again, the summary
shows the segments and their relationship, and is able to
provide the cyclic information from the BVP signal. The
anomalies are detected and highlighted with a much different
color than the clean areas of the BVP signal.

Fig. 8: Visual summary of use-case 2.

C. Use-case 3: EMG Dataset

The EMG signal was acquired with a sampling frequency of
200 Hz. The main exercise was to segment the active segments
of the EMG from the inactive ones. The method was able
to detect all activations, but missed to detect the inactivation

of the third muscular contraction. The colors also show the
similarity between the segments.

Fig. 9: Visual summary of use-case 3.

D. Overview

This first approach to summarize a time series in a multi-
layered set of information shows great potential. The segmen-
tation into categories, linked by color is an important feature
that highlights differences along the signal. The presence of
relevant events, such as periodic events is possible and clear to
understand. These can be important to understand frequency
rate differences along the signal. The centered histogram
shows the fingerprint of each segment, and gives an additional
distinction level between them.

Regarding the main expected features of this visual tool,
it was able to demonstrate its agnosticism to types of time
series, as well as its capabilities in making a time series more
intuitive, while in a compact format. The process is completely
unsupervised, relying only on a time scale value, that guides
the search process.

Several improvements have to be made, namely in what
regards the visualization of relevant events and similarity
between the segmented subsequences. Events are often showed
without having a clear relevance, although providing the cyclic
information when occurring.

The distance measure used to show similarity between
segments should provide more reliable results, e.g. in Figure
8 shows the square wave to be similar with the BVP signal
that precedes it, which is not valid.

The method still has to further explore its ability to represent
longer time series, as well as how to provide quantitative
information more clearly.
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V. CONCLUSION AND FUTURE WORK

In this work, we have presented a novel strategy to summa-
rize multiple sources of information carried by a time series
into a compact yet intuitive visual graph. This strategy differs
from the ones stated on literature because of the quantity of
information it provides and the design inspired on genomic
maps. Although improvements have to be made, this first
instance shows promising results, even in using the SSM as
the sole source of information.

In a future work, several improvements can be made,
namely regarding the distance strategy used to measure the
similarity between segmented subsequences and events de-
tected that are other than the cyclic type. Further investigation
should be made regarding the ability of this strategy to
represent time series with higher dimensionality. Quantitative
information is still limited and should be accessible, even in
non-interactive format.

The circular strategy provides the possibility to expand the
graph into more layers of information. This would particularly
be useful for a multi-scale approach, in which multiple layers
of segmentation are performed. Future strategies should also
comply with the possibility of have multivariate records. Other
sources of information should also be studied to be added as
a new layer on the circular plot.
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Abstract—In recent years, there were many attempts to 

classify human emotions based on corporeal signals including 

ECG , EEG , EMG. EEG based emotion classification is more 

accurate because it cannot be tainted by subjects' will. The 

recent development in CNNs has made it easier to systematically 

extract features from EEG easily. But again, the traditional 

CNNs fail to comprehend the multi-channel aspect of EEG. In 

this work, a simple and efficient pre-processing method by 

considering baseline signals is proposed to enhance the accuracy 

of recognition and we proposed a hybrid neural network which 

combines Recurrent Neural Network (RNN) and Convolutional 

Neural Network (CNN) to identify human emotions by 

extracting spatial and temporal features from raw EEG stream 

effectively. In CNN, the 1D EEG sequence is then efficiently 

converted into a 2D frame structure. In order to extract the 

inter-channel connection between physically adjacent EEG 

signals, the CNN module is used, and to extract the contextual 

information, the LSTM module is used. Using this logic, we were 

able to create a deep learning model which predicts arousal and 

valence emotions with 86.98% and 85.82% accuracy 

respectively. 

Keywords—EEG, CNN, RNN, LSTM, Spatial-temporal, SFV, 

TFV.  

I. INTRODUCTION  

Emotion is a powerful feeling that arises from one’s 

circumstances, mood, or interactions with others that play an 

important role in everyday life. Biological states associated 

with the nervous system in the medical field are emotions 

caused by neuro-physiological changes that are in tandem 

with perceptions, feelings, reactions associated with 

behavioural, and a degree of satisfaction or dissatisfaction. 

Facial expressions, voice, eye blinking, and physiological 

signals can detect human emotions. The first three methods, 

however, are vulnerable to the participants’ subjective 

factors, i.e., participants may intentionally conceal their 

feelings. Although physiological signals are spontaneously 

produced by the human body, such as Electrooculography 

(EOG), Electroencephalograms (EEG), Blood Volume 

Pressure (BVP) [23]. Consequently, in recording actual 

human emotional states, the corporeal signals are more 

accurate. The EEG signals come out directly from the human 

brain than other physiological signals, so the changes in EEG 

signals represent the human emotional states changes. Many 

researchers aim to research human emotion by means of EEG 

signals for this purpose [[14],[16]]. Many systematic studies 

using machine learning already exist to distinguish the 

emotions using EEG signals. The standard techniques based 

on machine learning have proven successful in classifying 

emotion states, but the lack of these suggests that people who 

research in this area must make multiple trials to design and 

find different characteristics from EEG signals which can 

point to certain emotions. The estimation of such 

characteristics will cost more time. A wide range of methods 

of extracting/ selecting features has been proposed in past 

years [1]. Fourier Transform (FT), Wavelet Transform (WT), 

and Power Spectral Density (PSD) [2] are the most common 

forms of feature extraction methods Chena and Zhang used a 

comparison approach between several models to extract the 

features and multiple different classifiers of machine learning 

which led to the discovery that the dynamics in the nonlinear 

characteristics contribute to greater efficiency [3]. 

Deep Learning (DL) based techniques have gained broad 

attention in recent years and some of the DL-based methods 

obtained competitive accuracy, since they had a humongous 

success in 2D data. Tabar, Yousef, and Ugur proposed a 

CNN-based method to extract EEG signal time, frequency, 

and position information characteristics, and a Stacked Auto 

Encoder (SAE) was used to boost the accuracy of the 

classification [4]. EEG-based recognition using movement 

intention, Zhang, Dalin, et al. suggested parallel and cascade 

convolutional recurrent neural network and obtained a great 

performance [5]. Li suggested a processing technique prior to 

feeding data in to model, that transforms the multiple channel 

EEG data into a corresponding 2-Dimensional frame like 

representation and combines RNN and CNN to classify 

emotional features at the test point [6]. Most EEG-based 

emotion recognition using CNN-based approaches continues 

to rely to a large extent on complicated methods for prior 

processing and specially engineered features, for example 

translating raw EEG signals into images [[4],[7],[8],[24]], 

which do not use deep learning skills. The studies based on 

recognition of emotions use the EEG directly considering the 

baseline, to solve this problem inexpensively and a simple 

approach for pre-processing was proposed. The baseline 

signals were considered and eventually converted a one-

dimensional raw chain like EEG signal into two-dimensional 

frames such as sequences. 

The rules to be followed when translating 1D vectors into 

2D frames are: signals are always adjacent to the frame from 

physically adjacent channels so that the information such as 

spatial can be preserved after conversion. Next, the 1D vector 

and 2D frame are provided as the input to a hybrid DL 

architecture that combines the CNN and RNN, which is used 

in a single framework to perform tasks of emotion 

recognition. Primarily CNN extracts the spatial 
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characteristics from the input, and RNN extracts the temporal 

characteristics from the EEG series. Once the CNN and RNN 

processing is completed, the fusion of spatial and temporal 

characteristics is performed by the method of feature fusion. 

The methods described above are applied to the DEAP 

Dataset. 

The rest of the paper is organised as follows: Section II 

deals with the related work. Section III describing our 

proposed method. Results and Discussion is described in the 

section IV and finally the Conclusion in section V. 

II. RELATED WORK  

Two simple models such as the discrete model and the 

dimensional model, are historically categorized by emotion 

[9]. Discrete emotion theories suggest that the presence of 

distinct emotions is characterized by synchronized patterns of 

response in morphological expressions, and neural 

characteristics. The basic six emotions are fear, disgust, rage, 

sadness, happiness and surprise, defined by a distinct model 

to represent emotion [10][11]. Dimensional theories, 

however, claim that emotion is continuous, not discrete, and 

multiple consecutive values may define it. The popular 

dimensional theory is based on arousal, dominance, and 

valence. The human gratification from positive to negative is 

expressed by valence and the level of passive to active 

excitement is represented by arousal and dominance varies 

from a feeling of helplessness and vulnerability (without 

control) to a feeling of empowerment. Due to its simplicity 

and ability to explain emotions well, the three-dimensional 

space model is commonly used [12]. The DEAP Dataset, 

which tracks EEG signals consisting of thirty-two channels 

and peripheral signals comprising of eight channels of thirty-

two subjects while they watch forty, one min videos, was 

proposed by Sander Koelstra et al. Extracted features of GSR, 

BVP, patterns of respiration, temperature of skin, EEG, EOG 

and EMG are included in the dataset. The signal noise of 

human physiological variations in their work makes a single-

trial classification difficult. The DEAP Dataset is used for this 

work since they made the dataset publicly available [13]. 

A model based on emotion recognition using EEG signals 

with LSTM-RNN with 4-fold cross-validation was suggested 

by S.Alhagry et al. The advantage of the LSTM approach 

which introduces a high average precision compared to 

conventional methods and the limitation of their work 

observed was it uses a great deal of money and time to draw 

a conclusion. The precision obtained was 85.45% for valence 

emotion and 85.65% obtained for emotion in arousal band 

[15]. H.chao suggested a model based on ensemble DBN with 

Glia Chains (GC) and used a 10-fold cross-validation 

technique. An ensemble DL model combining parallel Deep 

Belief Networks-GCs and a restricted Boltzmann machine 

was proposed for the best detection of emotion. The model 

obtained 76.83% valence accuracy and 75.92% arousal 

accuracy [17]. 

Y.H.Kwon et.al. proposed a two-dimensional CNN 

fusion-based EEG model for emotion recognition system 

with the CNN fusion approach leaves one-out cross-

validation. Their model improves human emotional 

classification accuracy using the CNN model but their model 

is not suitable for multi-level feature extraction of EEG 

because the single CNN is not able to extract the features. The 

model obtained an accuracy of 80.46% for valence and 

76.56% for arousal [18]. R.Sharma et al. proposed a Bi-

LSTM 10 fold cross-validation technique for efficient 

recognition of human emotion in high speed but their 

proposed algorithm is highly data-dependent. The model 

obtained an accuracy of 84.16% for valence and 85.21% for 

arousal [19]. S.Siddharth et al. proposed a model based on 

SVM with 10 fold cross-validation  for the description and 

model of important regions of brain which corresponds to 

various states that are versatile and capable of extracting 

features from different datasets. One of the main limitation 

with this model was the electrode placement causes issues 

while capturing frontal images of the subject and the model 

obtained an accuracy of 62.49% for valence, 62.17% for 

arousal, and 61.84% for dominance [20]. W.Liu, J.L Qiu et 

al. proposed a Multimodal recognition of emotion with a 

specific type of cross-validation using deep canonical 

correlation analysis using the VGG-16 network. Their model 

has greater mutual details, suggesting that processes of 

DCCA transformation retain information related to emotions 

and discard irrelevant information. It is hard for the model to 

represent the time synchronization between different features 

of the modality. The model obtained 78.99% valence 

accuracy and 79.23% arousal accuracy [21]. The work done 

by D. Song, X. Li, P. Zhang on CNN and RNN with 

transformation based on wavelet features obtained an 

accuracy of 72.06% for valence and arousal obtained an 

accuracy of 74.12% [26]. S. Tripathi, S. Acharya et al 

proposed a CNN with 101 extracted features in each channel 

obtained about 81.41%, 73.36% for valence and arousal 

respectively [27]. 

A novel DL architecture based on the combination of 

CNN and RNN in parallel for extracting spatial-temporal 

information is proposed in this work to address the above 

problems. Where the CNN extracts the spatial information 

and RNN extracts the temporal information. 

 

III. SYSTEM DESIGN 

We have extensively researched on the existing DL 

models on recognizing emotions based on multiple channel 

EEG signal and we have come to the inexcusable conclusion 

that baseline signal plays a vital role in precise feature 

selection which in turn results in a robust classification model 

that can classify valence or arousal emotion in the provided 

EEG signal. None of the DL architecture can correctly 

identify both spatial and temporal features. In the proposed 

work used a parallel CNN-RNN (LSTM) architecture to 

identify both spatial and temporal features. DEAP Dataset 

was used to conduct the research which contains 60sec trial 

data and 3sec of 32 subjects baseline data. 40 one-minute-

long clips are included in the emotional music videos and 

people participated were to rate each video on a scale of 1-10 

based on liking, arousal, valence, and dominance. Two binary 

classification concerns, namely arousal, and valence can now 

be viewed as the task at hand. 
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In this session we introduce the DEAP Dataset analysis 

and followed by the pre-processing step, 1D EEG signal 

transformation to 2D EEG frames, and finally about the 

parallel convolutional recurrent neural network. Also, the 

detailed diagram of the model is being shown in Fig.1. 

 

A. EEG Deap Dataset 

The DEAP Dataset registers thirty-two channel EEG data 

and eight-channel of peripheral natured signals. It is gathered 

from thirty-two participants when they were made to watch 

forty 1-minute videos. The dataset we used (DEAP) offers an 

already pre-processed signal version. At 512Hz the signals 

were sampled and then subsequently sampled to 128 Hz. A 

bandpass filter is applied to eliminate the artifact. The blind 

source separation technique is used to remove eye artifacts, 

such as to make it easier to analyse independent components. 

A 3sec long signal is recorded that is the baseline in a relaxed 

state and also a 60-sec signal which is during stimulation is 

included in each EEG signal sample. 

Each DEAP Dataset signal may be split into sixty 

segments with a one-second sliding window which in turn 

contains one hundred and twenty-eight sampling points. 

There are forty signals in the dataset for each subject, which 

gives us 2400 EEG samples (Forty trials per sixty segments) 

for each subject. When downloaded, the size of the dataset 

was 5Gb and the size of the pre-processed dataset was about 

8Gb. 

B. Pre-processing  

The pretrial information is used to assess the variations 

between experimental signals and baseline signals that are 

registered when the subjects are stimulated to significantly 

improve the efficiency of emotion recognition. First of all, 

pre-trial signals are taken out from all channels (No of 

electrodes) and the pre-trial signals is cut into small parts of 

a similar length and acquired a matrix N (C x L). Where C is 

the channel number, length is L and N part number. 

Secondly, we add these matrices variable wise and 

measure the mean value. 

 

       𝐁𝐚𝐬𝐞 𝐌𝐞𝐚𝐧 =  
∑ 𝐦𝐚𝐭𝐢

𝐍
𝟏

𝐍
                (1) 

 

After the above steps a matrix (C x L) is obtained which is 

called the BASE MEAN MATRIX. Next, the raw EEG 

signals are segmented to M (C x L) matrices known as RAW 

EEG matrix and find the base removed matrix by taking the 

difference between raw EEG matrix and base mean matrix. 

Finally, all of these base extracted matrices are merged into a 

large matrix of the same size as raw EEG signals. 

C. One Dimensional EEG Signals Transformation to Two 

Dimensional EEG Frames 

To capture EEG signals, the EEG based Brain Control 

Interface device uses a special headset with several 

electrodes. The International Framework 10-20 is a globally 

accepted approach for the classification and application of the 

electrode position on scalp and the cerebral cortex underlying 

that area [22]. “10” and “20” apply to the fact that either ten 

percent or twenty percent of the overall front to back and/or 

right to left distance of the skull is the real distance between 

the neighbouring electrodes [22]. In the DEAP Dataset, the 

internationally accepted 10-20 system of test electrodes is 

used to form a matrix. Every electrode is in adjacence to 

several other electrodes that record EEG signals of a 

particular region in the brain, whereas the chain-like one-

dimensional EEG data vector components are confined to two 

neighbours. The arrangement of electrodes on the scalp is 

shown in Fig.2. According to the map showing the electrode 

placement, the 1-dimensional EEG signals are transformed 

into 2-dimensional frames and Fig.3 denotes the two-

dimensional data frame ft of the one-dimensional data vector 

vt at time index t. 

Fig. 1. Proposed model architecture for emotion recognition using EEG 
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Zero value is used to denote unused signals in different 

channels in the DEAP Dataset that do not influence the neural 

network. The pre-processed one-dimensional vector 

sequences [vt, vt+1, ..., vt+L] are transformed to 2D data frame 

sequences [ft,ft+1,...,ft+L] based on the electrode arrangement. 

Using Z-score normalization (2), after conversion the data 

frame is normalized over the nonzero elements. 

              Z = 
𝑋−𝜇

𝜎
                                                                               (2) 

Where; 

x represents the non-zero element from a certain location in 

the frame. 

µ represents mean of all non-zero elements. 

σ represents the standard deviation of the elements.  

 

    Subsequently, to segment the streaming 2D frames into 

individual frame classes, the sliding window method is 

applied. 

 

Fig. 2. Electrode distribution on scalp 

  
Fig. 3. 2D matrix form           

 

D.  Parallel Convolutional Recurrent Neural Network 

A deep learning model called “Parallel Convolutional 

Recurrent Neural Network” to distinguish emotion states, 

which is the combination of two forms of deep learning 

structures such as CNN and RNN. CNN and RNN merge 

their strong ability to derive spatial and temporal 

characteristics, respectively. To gain correlation between 

cross channel and to remove characters from two dimensional 

frames, the CNN unit helps. The RNN structure is generally 

known to efficiently extract time dependent characteristics. 

The CNN and RNN are accompanied by a process of function 

fusion, which is used to gradually combine the extracted 

characteristics for final emotion recognition. 

Deap dataset has pre-processed files for every 32 subjects. 

Every corresponding file has 40 rows pointing to the number 

of videos watched by the subject. Each row has 16,384 entries 

which have readings from all 32 channels. So, each channel 

has 512 entries which again is split into the four characteristic 

waves of EEG namely alpha, beta, theta, delta which have 

significantly different frequencies. Our deep learning model 

can figure out the most relevant features, i.e., the relevant 

patterns in the occurrence of crest and trough. When we have 

ample training data, the CNN-RNN can efficiently pull out 

such patterns and assign probability values for those to create 

a model. These feature weights can then identify features 

from unknown data and make predictions. 

Three continuous two-dimensional convolutional layers 

in the CNN section have the same kernel size, which is 4x4 

for extraction of spatial features. Generally, CNN’s kernel 

size is 3x3 and it is commonly used in computer vision field, 

but in our model a 4x4 filter is used because the two-

dimensional EEG frame signals are sparse. Thus, the 4x4 

filter will get more channel correlations than the 3x3 kernel. 

Also, zero-padding is used in each convolutional layer to 

avoid information missing on the edge of the input data. 

There are 32 feature maps in the first convolutional layer 

and doubled the features for the remaining convolutional 

layers such as 64 and 128. In classical CNN architectures, a 

convolution layer is always followed up by pooling layer, 

which is not required in this model because the size of the 

data frame is very small in this EEG recognition task than that 

used in the computer vision area, so the use of pooling layer 

will result in more loss of data. A batch normalization (BN) 

operation is also followed by each convolution operation to 

boost the model training. The output of the three 

convolutional layers is combined together after the three 

convolutional layers a depth concatenate operation is used 

and thus the spatial characteristics are mapped into a large 

cube. To reduce the cube size into 13x9x9 we used 13x1x1 

convolutional kernels and finally after shrinking the cube size 

we flattened it into a spatial feature vector (SFV). 

The input of the CNN section is a pre-processed two-

dimensional data frame. The RNN section is accountable for 

the extraction of temporal characteristics so the one-

dimensional data vectors are not translated to sequences of 

2D frames. The final input segment of CNN is represented as; 

𝑆𝑗 = [𝑓
𝑡
, 𝑓(𝑡+1), … … . , 𝑓(𝑡+𝑠−1)] ∈ 𝑅(𝑆𝑋ℎ𝑋𝑤)

     (3) 

Where; 

S = data frames  

j = position 
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Each of the segment is then given to 2D-CNN and 

obtained the SFV as follows: 

 

  𝑆𝐹𝑉𝑗 = 𝑐𝑜𝑛𝑣2𝐷(𝑠𝑗), 𝑆𝐹𝑉𝑗  ∈ 𝑅1053                                (4) 

 

     Long Short-Term Memory unit is used for constructing 

two stacked layers of RNN. The second RNN layer’s input is 

the first RNN layer’s output. At the current time stage t, the 

LSTM unit’s hidden state of the first layer is denoted as ht, 

and ht-l is the previous time level hidden state (t-1).  

     The output of the LSTM unit is the hidden state. 

Therefore, the second LSTM layer input sequence is the first 

LSTM layer’s hidden state sequence. Since we concentrate 

primarily on the identification of emotion at the segment level 

rather than the level of the time stage, the output of the final 

time step is given to the next completely connected layer. 

RNN component is used to obtain the temporal attributes so 

the 1D EEG signal is not transformed into two-dimensional 

frames.  

 

The input of the RNN part is: 

             𝑅𝑗 = [𝑣𝑡, 𝑣𝑡+1, … … . , 𝑣𝑡+𝑠−1]                               (5) 

Where; 

Vt = the time step t vector 

S = size of the window  

j = position in 1D array  

 

Final time step hidden state: 

 

ℎ(𝑡+𝑠−1) = LSTM (𝑅𝑗), ℎ(𝑡+𝑠−1) ∈  𝑅𝑑                            (6) 

 

Where; 

d = LSTM unit hidden state size 

 

      To improve the temporal information representation 

capability, a fully connected layer is added before and after 

LSTM layers. Final Temporal Feature Vector (TFVj) of 

segment Rj is therefore represented as: 

 

𝑇𝐹𝑉𝑗 = 𝐹𝐶(ℎ(𝑡+𝑠−1)), 𝑇𝐹𝑉𝑗  ∈ 𝑅𝑙                                 (7) 

 

Where; 

l = last fully connected layer size. 

 

      The spatial and temporal features are merged together and 

obtained a single spatial-temporal feature vector and finally 

to predict the human emotion a softmax layer accepts it as 

input; 

 

𝑃𝑗 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (𝑆𝐹𝑉𝑗 , 𝑇𝐹𝑉𝑗), 𝑃𝑗 ∈ 𝑅𝑛                          (8) 

 

Where; 

 n = represents the class quantity. 

 

      The fused output from CNN and RNN is fed into a logit 

SoftMax layer with cross-entropy since our classes to be 

predicted are mutually exclusive. It then calculates the 

probability for this discrete classification task, i.e., predicting 

valence or arousal. 

               𝑃(𝑦𝑖|𝑥𝑖; 𝑊) =
𝑒𝑓𝑦𝑖

∑ 𝑒𝑓𝑖𝑗
                                                   (9)         

Where; 

 W= input weight matrix 

  j= set of weights of class j 

  i= i th position in column 

  x= set of features 

 

     Dropout operation is applied as a form of regularization 

after the fully connected layers in the LSTM portion to avoid 

the cause of overfitting. 

Table I 

Developed model description 

 

LAYERS INPUT SHAPE 

Conv_1 4x4x32 

Conv_2 4x4x64 

Conv_3 4x4x128 

Conv_4 1x1x13 

Flatten 9x9x13 cube into 1x1053 

vector 

Batch Normalization 1x1053 

Dropout Regularization 1x1053 

RNN FC in 1x1024 

RNN FC out 1x1024 

IV.RESULTS AND DISCUSSION 

A hybrid deep learning model has been used in this work 
to identify emotion states. In which the spatial and temporal 
features of the EEG signal are established. The pre-processed 
EEG signals of the DEAP Dataset is used and the baseline 
signal provided in the dataset is removed from the original 
signal to make the EEG signal more skewed to emotions. The 
pre-processing step done in this work is the removal of the 
baseline signal from the original signal. The output after the 
pre-processing step is the baseline removed EEG signal in 1D 
format. This 1D signal is directly given to the LSTM module 
because in the LSTM module we are extracting the temporal 
features. For extracting the spatial features, we need a CNN 
network. The 1D signals can’t be directly given to the CNN 
module so the conversion of 1D signal to 2D frame is done for 
extracting spatial features. 

The 2D data frame is given to the convolutional layer to 
extract the spatial features. Continuous three two-dimensional 
convolutional layers with a filter size of 4x4 along with zero 
padding is used. 32,64 and 128 features are mapped in each 
convolution layer and it is followed by batch normalization. 
Batch normalization is commonly used to accelerate the 
model training. The output from each convolution layer is 
combined or fused together by depth concatenation operation. 
These spatial features are then mapped into a large cube 
format. Then to shrink the size of the cube to 13x9x9 we used 
13x1x1 convolutional kernels. Finally, the spatial information 
in 13x9x9 matrix format is flattened to a single spatial feature 
vector. 

RNN is responsible for extraction of temporal data, such 
that the one-dimensional data vector is not translated into a 
series of 2D frames. For building two stacked RNN layers, 
Long Short-Term Memory Unit is used. The input to the 
second RNN layer is the first RNN layer’s output. The 
parallelly extracted spatial and temporal characteristics are 
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merged together to obtain a spatial-temporal feature vector 
and to predict human emotion as SoftMax layer receives it. 

At first, the experiment is carried out to find the accuracy 
of the model without doing the pre-processing step. The pre-
processing step consists of accounting for the presence of a 
baseline signal present in EEG signals with respect to a 
subject. The baseline signal provided in the DEAP dataset is 
then effectively compared and removed from the EEG signal 
and it is fed into the DL architecture. The accuracy obtained 
without performing this pre-processing step was 57.15% for 
valence and 57.58% for arousal. Which indicated the model 
performance was poor when we didn’t consider the 
importance of the baseline signal. Then, we conducted the 
experiment by doing the pre-processing step. Then the model 
performance was substantially increased. The model obtained 
accuracy of 85.82% for valence and 86.98 for arousal. The 
increased accuracy of the model indicates that the baseline 
signal plays an important role and the table 3 shows that our 
model performance is better than some of the existing models. 

Table II 

Model average accuracy 

State Without Baseline 

Removal 

With Baseline 

Removal 

Valence 57.15% 85.82% 

Arousal 57.58% 86.98% 

 

Table III 

Performance analysis of model performance with existing 

studies 

Sl.

No: 

Description Valence (%) Arousal 

(%) 

1 Relevance vector 

classifier decision fusion 

and EEG graph-theoretic 

features for automatic 

affective state 

characterization [25] 

69 67 

2 Emotion recognition 

from multi-channel EEG 

data through 

convolutional recurrent 

neural network [26] 

72.06 74.12 

3 Using deep and 

convolutional neural 

networks for accurate 

emotion classification on 

DEAP Dataset [27] 

81.41 73.36 

4 Recognition of Emotions 

Using Multichannel EEG 

Data and DBN-GC-

Based Ensemble Deep 

Learning Framework 

[28] 

76.83 75.92 

5 Electroencephalography 

Based Fusion Two-

Dimensional (2D)-

Convolution Neural 

Networks (CNN) Model 

for Emotion Recognition 

System [29] 

80.46 76.56 

6 Our model 85.82 86.98 

 

IV. CONCLUSION 

In this work , a superior emotion recognition model based 
on multi-channel EEG signals is developed. A hybrid deep 
learning model in this approach each designed specifically to 
extract the spatial and temporal features within the EEG 
signal. The Convolutional DL network is employed in parallel 
with Recurrent DL network in which the former is best suited 
to obtain the spatial features while the later concentrates on 
the temporal features. Furthermore a 5-fold cross validation 
for each subject is done to obtain the best model possible. 

DL architecture makes it easy for feature selection without 
much domain knowledge. when the importance of baseline 
signal was incorporate and  removed that from the signal that 
is to be fed into the model there was a significant increase in 
the models prediction accuracy. Also, for the best 
performance of CNN, the 1D signal in DEAP Dataset is 
converted into 2D signal with respect to the electrode 
placement on scalp which correlates with the selection of 
channel features. Various weight, learning rate adjustments 
and several other hyperparameter tuning to get the best 
prediction accuracy was performed. Thus, it can be said  that 
the hybrid model can be used for several real time applications 
including health monitoring tasks, BCI tasks etc. Also, there 
are several areas to improve pertaining to the memory 
management while training the model considering the size of 
the dataset. 
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Abstract— This paper reports a review of computational approach 

to guide mind controlled robotic arm using Brain Computer 

Interface (BCI). BCI controlled robotic arm provides an individual 

to use brain signals, Electroencephalogram (EEG) or 

Electrooculogram (EOG) for their physical activity. For assisting 

physically challenged people robotic arm can be a major 

rehabilitation device, which consistsof five stages, such as Data 

acquisition, signal preprocessing, feature extraction, classification 

and interfacing robotic arm. This method is clinically important 

since it paves a way for making a fully dependent patient into a 

partially dependent person, which in turn supports their mental 

health and stability. 
 

Keywords—BCI, EEG, EOG, Feature Extraction, Robotic arm. 

I. INTRODUCTION 

The people with paralysis or movement disorders are 

struggling very much for moving their hands and doing their 
necessary daily activities, such as moving the objects and 
pick up any kind of objects, it should be a challenge for 
persons having paralysis. Electroencephalogram was a non-
invasive approach to analyzing the asynchronous biological 
activities of neurons firing inner region of the brain having 
scalp electrodes. Now a days, this kind of robotic arm was 
developed for the reason to help the peoples to contact with 
their external environment. It includes grasping an object and 
orienting the palm. Upper extremities used for our day to day 
interactions, works related with external environment in and 
around us. 

In traditional day’s keyboard, mouse or joystick are used 
interfaces between the human and the physical environment. 
But now a day’s human machine interfaces are available like 
Robotic arm. The previous tools were suite for person having 
residual motor abilities. Brain Computer Interfacing with 
robotic arm technique was the best approach for recognition 
of patient’s intention and doing works with external 
environments. The aim non-invasive BCI is used for 
translating patients mind thoughts into control signals, for 
outer applications without any kind of surgeries in brain. 

II. Literatures on Robotic arm 

Robotic arm is an device which has multidisciplinary 
research areas which consists of signal acquisition, 
processing, feature extraction, classification and mechanical 
parts integration with BCI. 

a. Data Acquisition  

Olivier Valentin et al [1] presented the paper for the data 
acquisition, signal modification and signal changes of weak 
signals. Especially the device concentrates on 
electroencephalography signals. They used the device 
dubbed CochlEEG. The features of this CochlEEG has 4 kHz 
sampling rate, supports for active EEG electrodes, great 
potential for data transmission with the help of Wi-Fi module 
and low noise signal acquisitions. It is pocket size, affordable 

and lightweight. So it is utilized for real time applications and 
wearable devices. 

Vojkan Mihajlović et al [2] described the improvement of 
the wearable, wireless and daily life EEG applications. 
Recording human brain electrical activity has great support in 
helping us identify the brain functioning, preventing cognitive 
decline, mental disorders and increase our life quality. Non-
invasive EEG surface electrode was the dominant for brain 
dynamics studies and real-time contacts of persons with 
external environment. For better performance EEG systems 
has to be converted from stationary wired systems used in the 
clinical practice now days, to wireless, wearable, comfortable 
lifestyle solutions and convenient that provide signals with 
high quality. The electrical activity of brain is mainly used for 
the brain signal analysis, brain signal acquisition, feedback 
generation and brain signal generation. They provide some of 
the aspects that need to improve the research to handle EEG 
artifacts such as end-user driven development, development 
of sophisticated approaches, standardization and sharing of 
EEG data.  

Ali Shahidi et al [3] investigated the effects of low noise 
environment to acquire the scalp EEG. In Rustrel, France the 
(LSBB) low-noise underground laboratory is used to provide 
scalp EEG with the help of ultra-shielded capsule. They got 
clean EEG from 3 volunteers that can be acquired through 
LSBB capsule. Using this scalp EEG, they can detect the 
better mental activity with the great level of β-band activities. 
Then, the energy ratio of counting relaxed β-band was 
calculated with S-transform and the output is related with 
capsule and hospital. Final results of these LSBB capsule 
studies demonstrate the establishment of low-noise novel 
Electroencephalography benchmarks. 

Marcelo Alejandro et al [4] implemented the acquisition of 
a multichannel EEG with the help of DDRL (Digital Driven 
Right Leg) and SE (Single Ended) amplifiers. This way of data 
acquisition reduces the number of parts. Initially front end 
amplifier is used. It will provide poor CMRR (Common-Mode 
Rejection Ratio). But this scheme DDRL and SE amplifiers 
overcomes the poor CMRR and reduce the power line 
interference at any EMI environments. 

W.J.R. Dunseath et al [5] described the data detection and 
complete system with high resolution Electroencephalogram. 
The main parts of the system are rigid helmets, preamplifier 
EEG electrodes, software controlled gain amplifiers, optical 
coupling with 486 PC, digitizing and control differential 
instrumentation. Imbalanced and/or increased electrode 
impedances cause signal distortion and coupling to external 
electromagnetic fields. It will be reduced with the help of 
miniaturized pre-amplifiers mounted on separate electrodes. 
This type of system used to provide best performance of 
electrical activities compared to recent systems. 

Alan Francisco Perez Vidal et al [6] presented the BCI used 
to controlling the robotic arm by getting brain signal with the 
help of visual stimuli. Here the brain signals are acquired 
through EEG electrodes. After that reduction of noise, signal 
characteristics extraction and classification of signal is 
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processed. Emotiv EPOC hardware used to detect the brain 
signals. OpenViBE software was used for the signal 
processing. Matlab, Arduino board, 2 servo motors are 
controlled to operate 2 joints with a five degrees of freedom 
robot commanded by evoked potential P300 type. Neuron 
signal from visual stimulus when a person needs to 
concentrate on specified image from computer screen. In 
order to find out the noise influence the experiments were 
recorded with and without visual and auditory noise. The 
obtained results efficiency is 100% for the both hearing noise 
and noiseless conditions. For visual efficiency 50% was 
reached. For servo motor control without noise efficiency 
100%. 

Shang-Lin Wu et al [7] presented a work HCI-Human 
computer interface) systems were controlled by EOG signals. 
The EOG signal may help human computer interface users 
can able to short-out most of the inconvenience and physical 
problems in daily life. For monitoring eye movements there 
is no effective multidirectional classification method is 
available. This paper describes classification method using 
wireless EOG based HCI device for identifying eye 
movements. The parts of the device include EOG signal 
classification algorithm, wireless EOG signal acquisition 
components and wet electrodes. There are 8 kinds of 
directions of the eye movements are down, down-right, 
down-left, up, up-left, up-right, right and left. The EOG 
classification algorithm is used to extract the features from 
the electrical signals from the eight directions and blinking. 
This 8 directions of eye movements will provide the real life 
conditions. This is the effective method to identify the eye 
movements. 

Ludovico Minati et al [8] reported the hybrid control of a 
robotic arm by various bio signals such as EEG, EOG, EMG 
and head movement, which are acquired through consumer 
grade wearable device. It is possible to acquire above 
mentioned bio signals via wearable devices. This device is 
used to provide practical bio signal based interface for 
assistive robots under stereoscopic vision guidance the 
robotic arm performed automatically with 2 levels of 
computer approach. First level is robot ram steering combines 
proportional and discrete aspects. Second level the user needs 
to issue a single command. After these two level completions 
the user can automatically grasp the object. 

b. Artifact Removal 

Saleha Khatun et al [9] provided the comparative study of 
ocular artifact removal for single channel EEG using wavelet 
based unsupervised algorithm. EEG was the approach for 
analyzing the neuronal signals of human brain. During EEG 
acquisition come artifacts such as eye blinking will corrupt 
the neuronal signals. So removal of OA is the major 
consideration of multiple channel EEG systems. In this paper 
they removed the OA from single channel EEH. Here the 
unsupervised wavelet transforms decomposition algorithms 
used. Seven set of EEG date was analyzed. There are 2 types 
wavelet transform methods applied. One is Stationary 
Wavelet Transform, and another one is Discrete Wavelet 
Transform. The OA artifacts were removed with the help of 
four basic WT functions, such as, coif3, bior4, haar and sym3 
with statistical threshold-ST.  and universal threshold-UT. 
For removing Ocular artifacts 5 performance matrices were 
used: mutual information, time-frequency analysis, 
correlation coefficients and normalized mean square error. 
The wavelet transform can be the best technique for un-
supervised ocular artifact removing from EEG with single 
channel for real life applications. 

M. Chavez et al [10] described the artifact removal from 
single channel EEG with surrogate based algorithm. From 
single channel EEG there are two types of artifacts identified, 

such as ocular artifacts and muscular artifacts. These artifacts 
were automatically removed with the surrogate based artifact 
removal (SuBAR) approach. Canonical correlation analysis 
and wavelet thresholding combined technique was the 
traditional approach to remove the artifacts. This surrogate 
based approach provides the relative error 4 to 5 times lower 
than previous techniques. This approach is a promising 
solution for sleep stage scoring, anesthesia monitoring and 
ambulatory health care systems. 

Yuan Zou et al [11] reported automatic approach for the 
artifact-related independent components for removal of noise 
in EEG data. For EEG recording some artifacts also removed. 
In traditional approach the artifacts were removed by ICA 
(independent component analysis) technique, Since it can 
decompose signals into related independent components. This 
approach has lot of restrictions. So, this paper implemented 
the automatic algorithm for the detection of general artifacts. 
It has two parts:1) To identify the artifacts due to 
physiological origins – Event related feature 2) To identify 
non-biological artifacts. This algorithm was applied 10 
subjects. It can effectively identify, separate and remove both 
non biological and physiological artifacts. This approach also 
used to enhance the signal quality. 

W. De Clercq et al [12] presented a paper on removal of 
artifact and background in EEG for multichannel signals. 
They developed a method for modeling the common dynamics 
in multi-channel signals. In this approach the muscle artifacts 
were removed by comparing PCA the common dynamics 
approach provides better results. 

Ruhi Mahajan et al [13] described eye blink artifact removal 
of EEG data with Kurtosismodified multiscale sample 
entrophy (mMSE) and wavelet ICA. This MMSE and kurtosis 
was used to automatically identify the artifacts and denoise it 
using biorthogonal wavelet decomposition. ICA decomposed 
data the 95%, and two-sided confidence interval of the mean 
was needed to identify the threshold for MMSE, Kurtosis was 
used to determine the eye-blink related components. After 
that, the improved performance of the results showed in the 
reconstructed EEG data using the un-supervised approach in 
the form of correlation coefficient, mutual information and 
spectral coherence. The proposed algorithm was tested with 
12 channel EEG system. The average sensitivity of the 
proposed system was 90% and 98% was the average 
specificity for the proposed work. 

 S. R. Sreeja et al [14] reported the removal of EB (Eye 
blink) artifacts from EEG data with sparsity. For using BCI 
systems the removal of EB artifacts are very important. There 
are lot of artifact removal technique was available. Such as, 
thresholding, ICA, wavelet transformation etc., these 
techniques are very much expensive and results in information 
loss. So these techniques are unsustainable for BCI system. 
The paper reported sparsity approach for EB artifact removal. 
There are two methods:1)nK-SVD based artifact removal 
method 2)MCA(Morphological component Analysis). Both 
methods were implemented both real and synthetic EEG data. 
This sparsity method removes the EB artifacts. 

Yan Liu et al [15] implemented the robust muscle artifact 
approach for the few channel EEG. They implemented Fast 
Multivariate Empirical Mode Decomposition (FMEMD) and 
CCA approach. This FMEMD technique initially decomposes 
the EEG input into variety of multivariate (IMF) Intrinsic 
Mode Functions. Next all the multivariate IMFs are 
preprocessed by CCA. Finally, the sources with low auto – 
correlations are identified and removed. 

c. Feature extraction  

Xinyang Li et al [16] represented the discriminative OA 
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correction for feature – learning in data analysis (EEG). 
Using ICA approach, the data or signal may loss. To avoid 
this kind of loss novel discriminative OA correction approach 
implemented. Using this approach, the artifact was 
automatically removed from EEG data without any extra 
ocular movement measurements. 68 subjects were evaluated. 
This approach is used to remove the artifacts and improve the 
discriminative power of a classifier. 

Juan Andrés Mucarquer et al [17] presented the work on 
removal of artifacts improved with an array of EEG. 
Ensemble empirical mode decomposition with canonical 
correlation analysis (EEMD-CCA)  is the efficient method for 
removing EEG artifacts. In order to increase the performance, 
gain they include EMG array with EEMD-CCA. More 
number of electrodes (128) was used. So it may be expensive. 
For inexpensive enhancement need to use a few electrodes. 

Hamza Baali et al [18] described the transform based 
feature extraction technique for motor–imagery task 
classification. This transform is a signal dependent 
orthogonal transform, named as (LP-SVD) linear prediction 
singular value decomposition for extracting the features of 
EEG signal. The extracted feature was then classified using a 
logistic tree based model classifier. This LP-SVD approach 
has two methods. 1) (AAR) adaptive autoregressive 2) (DCT) 
Discrete cosines transform. The accuracy of LP-SVD 
approach is 67.35%. Then the extracted features will be 
classified with logistic tree-based model classifier. Accuracy 
of the classifier was 81.38%. 

Yongkoo Park et al [19] represented the novel approach for 
the extraction of features on the EEG channel pairs.. Initially 
the preprocessing stage each pair of EEG channel will be 
demixed using 2D rotation matrix. It will reduce the artifacts 
between the channel pairs. After that, the correlation 
coefficient will be enhanced for cognitive task classification. 
They follow the criteria for optimization.  Minimum within-
class correlation coefficient distance, maximum Fisher ratio 
and maximum inter-class correlation coefficient distance. 
Fisher ratio is the ratio of inter-class correlation coefficient 
distance to within-class correlation coefficient distance. The 
output will provide the best classification performance. 

Raja Majid et al [20] implemented the Deep learning 
ensembles and optimal feature selection approach for 
emotion recognition from EEG sensors. They recognize the 
emotional states of the subjects by analyzing the features of 
EEG signals. 21 healthy subjects were recorded with fourteen 
channel electroencephalography machine. Initially the 
patients asked to watch 4 types of images with following 
stimuli, such as, calm, happy, scared or sad). Next to the 
preprocessing stage Hjorth parameters such as mobility, 
complexity and activity were measured. Then the feature will 
be classified throughSupport Vector Machine (SVM), KNN, 
LDA, etc., for emotion classification. 

Liwei Cheng et al [21] implemented the motor-imagery 
EEG feature extraction approach with energy PCA-DBN 
Expansion of DBN is Deep Belief-Networks. For 
rehabilitation (MI-EEG) motor imagery 
electroencephalography reflects the major attention. 
Combination of PCA and DBN is called PCA-DBN. Initially 
2nd order moment was used to identify time domain of MI 
EEG. Then PCA was used to identify time domain interval 
and identify the PC feature points. Finally, classification task 
was completed by softmax classifier. The classification 
accuracy was 97.69%. 

Tianwei Shi et al [22] described the feature extraction 
technique for BCI-EEG based on motor imagery.  The feature 
extraction algorithms used here are CSP-Common Spatial 
Pattern, AAR-Adaptive Auto-Regressive and illustrates order 
accumulation, band energy feasibility and sample entropy for 

characteristics of motor imagery classification. Next, the 
extracted features ease classified using common space 
classifier, Bayesian classifier and LDA. 

d. Classification Algorithms 

InanGuler et al [23] proposed the approach for EEG signal 
classification using multiclass SVM. The PNN (probabilistic 
neural network) and multilayer perceptron neural network 
also tested for classification. For feature extraction Lyapunov 
exponents and wavelet coefficients are extracted. This 
Lyapunov exponents and wavelet coefficients will represent 
the EEG signals. Finally the extracted features was classified 
using PNN and multiclass SVM and it has higher accuracies. 

Pawel Andrzej et al [24] described the classification of 
motor imagery induced EEG patterns for handling uncertainty 
effects in BCI system design with Interval Type-2 Fuzzy 
Logic. There are many uncertainties are taken place during 
BCT. For reducing this uncertainty (T2fl) Type-2 Fuzzy Logic 
Approach was used. It has two - fold: 1) Interval T2FL system 
(IT2FLS) deals with intersession and within-session 2) Fuzzy 
classifier used in both on-line and off-line EEG classification 
studies. For further enhancement many BCI classifiers were 
used, such as, kernel Fisher discriminant, support vector 
machines, conventional type-1 FLS, and linear discriminant 
analysis. 

Muhammad Hamza Bhatt et al [25] introduced the neural 
network and optimal feature selection approach for soft 
computing based EEG classification. For noise removal filter 
bank and band pass filter was used. But these techniques will 
also remove some of the useful information. So avoiding this 
soft computing technique was used. For motor imagery based 
EEG classification sub band common spatial patterns with 
sequential backward floating selection was proposed in this 
paper. Using filter bank the signal was decomposed into sub 
bands for feature extraction. LDA was applied for training two 
datasets ie) EEG signals and open BCI dataset acquired by 
EmotivEpoc. The accuracy for the open BCI was 93.05% and 
the accuracy for the EEG signal was 85.00%. Finally, neural 
network based classification method was applied for 
classification.  

Yu Zhang, Guoxu Zhou et al [26] implemented the Sparse 
Bayesian classification approach of EEG for BCI. Cross 
validation (CV) was used to determine the effectiveness of 
regularization it depends upon the selection of regularization 
parameters. CV imposes 2 main limitations on Brain computer 
interfaces are from the subject required more amount of 
training data set and for the classifier the calibrating time was 
long. These are the disadvantages of CV. They introduce a 
Sparse Bayesian classification approach by exploiting Laplace 
priors, that is SBLaplace for classification of EEG. Under 
Bayesian evidence the sparse discriminant vector was learned. 
In this approach all the features can automatically estimate 
from training data set with-out need of cross validation. This 
SBLaplace algorithm provides better overall performance 
compared to all other algorithms. 

Qin Jiang et al [27] described the classification approach for 
the online motor-imagery EEG was clustering and adaptive 
CSP. They proposed online and fast generated Eigen 
decomposition approach by RLS-CSP. RLS-CSP expanded to 
Recursive Least Squares updates of the CSP filter coefficients. 
The classifier used here was ISCDC-Incremental Self-
Training Classification algorithm based on Density Clustering 
based on density-clustering. This approach was feasible to 
develop the real-time performance for the on-line BCI 
systems.  

e. BCI control of robotic arm 
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Lei Wu et al [28] developed the smart phone based Human 
robot interfaces for persons with disabilities. Human robot 
interfaces were needed to use for complex ADL-activities of 
daily living. The same way smart phones were packed with 
different kind of sensors, such as precise touch sensors, 
accelerometers and gyroscopes. Then it was interfaced with 
robot control. The developed BCI with smart phones provide 
low cost, intuitiveness, and environmental adaptability. 

Christopher G. et al [29] presented a paper on BCI control 
in a virtual reality and applications for the IoT. The 
combination of VR systems and IoT we can offer real time 
control of physical environment. They demonstrated the 
validity of control the unity based virtual reality environment 
and commercial IoT device via direct neural interfacing. 

Xiaogang Chen et al [30] represented the BCI and 
computer vision was controlled by high level robotic arm 
with combination of augmented reality. In this paper they 
realized a robotic arm by combine AR-augmented reality, 
SSVEP (steady-state visual evoked potential) brain computer 
interface and computer vision. There are 4 commands 
SSVEP-BCI is designed for the subject to select the specified 
object with the help of robotic arm. After selecting the object, 
the computer vision would provide the color and location of 
the objects. The robotic arm automatically picked up and 
placed with the objects. 12 participants were tested. The 
93.96 ± 5.05% was the classification accuracy of the system 
. 

Ji-HoonJeong et al [31] implemented the approach of 
Multidirectional CNN-BiLSTM Network with EEG (data) 
Signals for BCI robotic arm systems. Here the EEG can be 
acquired for imagery and movement execution. 15 subjects 
participated. MDCBN (multidirectional convolution neural 
network-bidirectional long short term memory network) 
based deep learning framework was proposed. NRMSE 
(normalized root mean square error) and CC (correlation 
coefficient) was used to measure the decoding performance 
with 6 directions in 3-D space. It has been applied for real 
world BCI controlled robotic arm. 

Yiliang Liu et al [32] proposed a approach of dual arm 
robot working manipulation tasks based on motor-imagery 
tele-operation. Spatial pattern approach was used to identify 
the filtered EEG signals. For the reference commands human 
intentions have been recognized and classified. The 
classification based on the phenomena of event-related 
desynchronization/synchronization in the task space for 
robot, so the object manipulates the task guided by the 
subjects mind should be achieved. 

Nicholas Cheng et al [33] presented the BCI-SRG (Brain 
Computer Interface based Soft Robotic Glove) for stroke 
rehabilitation. 11 subjects were separated into 2 sub-groups 
BCI-SRG (or) SRG. Each person undergoes 120 minute 
interventions per session. There are two therapies provided. 
1)30-minute standard arm therapy 2) 90-minute experimental 
therapy. It consists of 18 sessions over 6 weeks. A final result 
of this approach provides sustained improvements and 
elicited perceptions of motor-movements. 

Wei He et al [34] described a wireless BMI and BCI system 
for wearable robots. Initially the recorded EEG data will be 
transmitted to the computer and it will be interfaced with 
robotic arm via a Bluetooth. For effective processing noise 
removed, feature extracted and classified data will be used for 
the processing. Some feedback signal also acquired such as 
arm accelerated speed, joint angle and angular speed. Here 
noise removal wavelet transform was used. For feature 
extraction common spatial pattern algorithm was applied. For 
classification LDA algorithm used.  

Antonio Frisoli et al [35] proposed a paper on a new gaze 

independent upper limb exoskeleton for rehabilitation in the 
real-time tasks. This work based on Kinect based vision 
system. It was used to track 3D objects and eye tracking 
system for object selection. The robot will be used to assist the 
kinematic parameters such as, jerk, acceleration and speed. 
The system was evaluated with 3 healthy subjects and 4 
chronic stroke patients. Classification error rate was 
89.4±5.0%. This approach will be helpful for the earliest stage 
of recovery for stroke patients. 

Patrick Ofner et al [36] developed a classification of 
movement imaginations of the robotic arm in two planes with 
non-invasive decoding method. Using EEG, they classified 
vertical and horizontal imagined rhythmic movement of the 
right-arm in healthy persons. Then it will be decoded with 
higher correlation. Here the imagined movements classified of 
one limb in 2 different movement planes. Here the classifier 
works based on decoding approach. 

Chin-Teng Lin et al [37] described the BCI assistive system 
based on a wireless multi-functional SSVEP approach. This is 
a noninvasive, multi-functional assistive system and wireless 
which integrates steady state VEP based BCI and a robotic 
arm for assisting patients to feed themselves. There are 3 other 
functions: i) video entertainment; ii) video calling; and iii) 
active interaction also integrated. Accuracy achieved to this 
device was 90.91%. 

  III CONCLUSION 

Most of the paralyzed and partially disabled persons 
suffering for doing their day to day activities, where mind 
controlled robotic arms will be a boon for their assistance and 
support. Mind controlled robotic arm deals with EEG or EOG 
signal acquisition through single channel, multi-channel or 8 
channel systems using scalp electrodes or wet electrodes. The 
acquired signals have ocular and muscular artifacts which has 
to be removed by suitable methodologies. Artifact removal 
approach such as wavelet transform, filter bank, band pass 
filter, surrogate based algorithm, ICA, MSE and robust 
muscle artifact removal approach, etc. were performed in 
literature for removal of such artifacts. Different types of 
feature extraction techniques were discussed like DCT, 
Correlation coefficient approach, etc., After that the extracted 
signals are classified using SVM, PNN, IT2FLS approach, 
LDA, SBLaplace transform, etc., Finally the classified output 
was interfaced with robotic arm through Bluetooth, Wi-Fi 
module, etc., Brain computer interface (BCI) approach was a 
gifted device for the identifying of subject intention and for 
interacting with external environments. Non-invasive BCIs 
used to transmits the subject thoughts, decoded by brain 
electrical activity into control signal, for external uses without 
a need of any brain surgery which intern supports the person 
who needs assistance. This technology can make a fully 
dependent person to a partially independent person, with 
which they can improve their physical and mental health.  
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Abstract— Improving P-wave amplitude is of clinical 

significance in the diagnosis of atrial arrhythmias. In this 

study, a new lead system is developed to improve atrial activity 

and compared the results with the existing optimal lead 

systems. The developed new lead system focuses on P-wave 

amplitude. The study involves 20 healthy male volunteers of 

mean age 25 ± 2.81. The existing lead systems adopted in this 

study are the Standard Limb Lead (SLL), P-lead, Modified 

Limb Lead (MLL), and the proposed new lead system. Only 

Lead-II values of SLL and MLL were taken into consideration. 

ECGs were recorded using Mindray Beneheart R12 ECG 

machine supported by the Glasgow algorithm. The new lead 

system showed an increased mean P-wave amplitude of         

169 ± 67 µV in L-I and 181 ± 67 µV in L-II which was 

significantly greater than the 129 ± 46 µV in Lead-II of SLL, 

(p<0.05). The new lead system has the advantage of improving 

P-wave amplitude with minimal leads in less muscle area and 

also supports ambulatory recording. 

Keywords— Atrial arrhythmias, Electrocardiogram, New 

lead system, Optimal leads, P-wave amplitude.  

I. INTRODUCTION 

Electrocardiogram (ECG) is the recording of the 
electrical activity of the heart. Currently available gold 
standard method for recording ECG is the standard 12-lead 
electrode placement system. The fundamental challenge of 
this method is to detect the atrial ECG components, which 
are obscured by greater ventricular activity. Evaluating atrial 
ECG has a greater significance in detecting atrial related 
diseases. The atrial ECG components, mainly includes       
P-wave, which has a vital role in the detection of atrial 
arrhythmias like Atrial Fibrillation (AF) and assessing 
AtrioVentricular (AV) conduction mechanism [1].               
The incidence of AF increases with increasing age and 
results in substantial morbidity with a 2.6 to 4.5 fold risk of 
stroke and associated with 50% to 90% of increased risk of 
death [2]. Karantoumanis et al. [3] observed that delay in           
P-wave onset and prolonged duration of waveforms are 
entrenched markers for predicting AF repetition in patients 
with normal sinus rhythm after the first incidence. 
Recording of P-waves is conventionally difficult, mainly 
during ambulation [4]. P-waves from standard 12 lead 
recording systems are highly difficult to distinguish from 
electrostatic noise due to incorrect skin preparation, motion 
artifacts, and electromyographic noise [5]. Generally, atrial 
activity is obscured by greater ventricular activity with its 
dominant peaks, which motivates to develop an ECG lead 
system that can acquire improved atrial amplitude for 
enhanced diagnosis of atrial arrhythmias [6]. Besides, 
improved atrial activity contributes more to clinical aspects 

for diagnosis and treatment of atrial fibrillatory conditions 
[7].  

The Standard Limb Lead (SLL) electrode placement for 
recording the ECG was first framed by Einthoven [8]. Chest 
leads and unipolar lead electrode placements were later 
established by Wilson et al. [9] and further standardized 
[10]. To enhance the atrial information, several 
modifications were done in the standard 12-lead placement 
by replacing the electrodes in close proximity to the atria 
[11]. Sir Lewis, in 1910, was the pioneer to develop an 
optimized placement of bipolar leads and acquired increased 
amplitude of atrial activity by placing the electrodes in the 
right second-costochondral junction and right forth-
intercostal space on AF [12]. Petrėnas et al. [13] developed 
a lead system by modifying the Lewis lead by replacing the 
first electrode to the manubrium sterni, followed by 
changing the second electrode from the fourth to fifth right 
intercostal space to reduce motion artifacts by arm 
movement to monitor atrial arrhythmias during ambulation. 
The amplitude of the P-wave obtained is three times more 
than that of the original Lewis lead, and it was named as 
modified Lewis lead. Sivaraman et al. [14,15] introduced a 
Modified Limb Lead (MLL) system that stands alone in 
unmasking the atrial repolarization phase (Ta-wave) in PR 
segment, which is generally obscured by the QRS complex. 
The MLL system is designed by modifying the limb 
electrodes to thorax by placing the right arm electrode to the 
third right intercostal space, left arm and left leg electrodes 
to the fifth right intercostal space adjacent to one another 
across the mid-clavicular line and concluded that the 
duration of Ta-wave is longer than P-wave. The consequent 
study concluded that Ta wave duration is three times longer 
in AV block patients. Kennedy et al. [16] developed a        
P-lead by placing the electrodes on the right sternal 
clavicular junction and the midpoint of the left costal margin 
inline with seventh intercostal space, which outperformed 
by resulting increased P-wave RMS from all other analyzed 
lead systems that are considered.  

A comparative study [17] between SLL and MLL 
reports that SLL lacks significant information on atrial ECG 
components. In this study, a new lead system is proposed to 
improve P-wave amplitude during normal atrial activation 
time by placing the electrodes on less muscle area in the 
thorax. Then comparative study was done for new lead 
system with the existing leads such as SLL, MLL, and       
P-lead in terms of amplitude and duration of P-wave,         
R-wave, and PR-Interval (PRI) to compare the signal 
strength. 
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II. METHODS 

A. Study Population 

The study included 20 healthy male volunteers with a 
mean age of 25 ± 2.81 years. All volunteers gave informed 
consent for their participation in this study. None of them 
were having any clinical abnormality affecting the 
cardiovascular system.  

B. New Lead System 

The electrode placements of the new lead system 
proposed in this study is shown in Fig. 1. The bipolar lead  
L-I is obtained by placing electrode 1 on manubrium just 
below the suprasternal notch at the upper sternal end, and 
electrode 2 is placed in the right seventh clavicular junction 
near costal margin. L-II is obtained from electrode 1 and 
electrode 3. Electrode 3 is placed on the left seventh 
clavicular junction near the costal margin. L-III is formed 
between electrodes 2 and 3. The right leg electrode is the 
reference electrode positioned over the right ankle. The 
polarity is negative for electrode 1, and the polarity of 
electrode 2 and electrode 3 is positive; with this, the ECG 
was recorded. The unipolar chest leads from the standard 12-
lead system are not included in this study. 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Electrode placement of New Lead System. 

C. Data Acquisition  

The ECG data were recorded using Mindray Beneheart 
R12, a 12-channel electrocardiograph machine supported 
with the Glasgow algorithm [18]. It operates at the sampling 
rate of 1 KHz, and the frequency response is between 0.05 
Hz to 150 Hz. Data were recorded in four different lead 
configurations (SLL, MLL, P-lead, and new lead) for 10 
seconds each in supine rest position at standard paper speed 
of 25 mm/s and gain of 10 mm/mV. Muscle artifact filter of 
25 Hz and baseline drift removal of 0.56 Hz was applied. 
The limb electrodes, surface electrodes, and suction 
electrodes were used for recording along with silver chloride 
(AgCl) electrolyte. Other than SLL, all other lead systems 
were recorded by placing the electrodes on torso. Only lead 
II values of SLL and MLL were considered in this study, 
which have greater P-wave amplitude as discussed in 
previous studies [1], other than the new lead system. The 
waveform morphologies that are obtained from different 
lead systems are shown in Fig. 2. 

 

D. Statistical Analysis 

The data given in mean ± standard deviation (SD). 
Statistical significance (P-value) of the acquired data was 
analyzed using the Student t-test. The data were distributed 
normally, and tested by using the Shapiro-Wilkinson W test. 
The Origin Pro, version 2020b of Origin Lab Corporations, 
was used for statistical analysis in this study. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.  (i) Lead-II of SLL, (ii) Lead-II of MLL, (iii) P-lead, and (iv) Lead-I 
and II of new lead system at paper speed of 25 mm/sec and 10 mm/mV. 

III. RESULTS 

The atrial ECG parameters like amplitude and duration 
of P-wave and PRI are plotted in box and whisker plot. In 
addition, R-wave peak amplitude is also plotted. The plot of 
mean ± SD for P-wave amplitude between three bipolar and 
three unipolar leads of four different lead systems are also 
studied. The P-wave amplitude variations in SLL, P-lead, 
MLL, and new leads L-I and L-II are shown in Fig. 3.  

 

 
(i) SLL Lead-II 

 

 
(ii) MLL Lead-II 

 

 
(iii) P-Lead 

 

 
(iv) L-I and L-II of proposed lead system 
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The minimum, median and maximum values for          
P-wave amplitude in SLL, P-lead, and MLL are 60 µV, 112 
µV, and 218 µV; 88 µV, 162 µV, and 297 µV; and 20 µV, 
111 µV and 178 µV. The minimum, median and maximum 
values of P wave amplitude for the new leads L-I are 79 µV, 
167 µV, and 291 µV; and for L-II are 43 µV, 175 µV, and 
296 µV. The amplitude values of P-wave between SLL and 
the newly designed leads L-I and L-II were statistically 
significant with p<0.05.  

 

 

 

 

 

 

 

 

 

 

Fig. 3. Box and whisker plot for P-wave amplitude in different leads. 

The P-Wave Duration (PWD) plot in different lead 
systems is shown in Fig. 4. The values of PWD are 
expressed in minimum, median and maximum for SLL, 
MLL, and P-lead as 76 ms, 98.5 ms, and 118 ms; 68 ms, 91 
ms, and 113 ms; and 42 ms, 97 ms, and 114 ms, 
respectively. The minimum, median and maximum values 
of PWD for the new leads L-I and L-II are 74 ms, 97.5 ms, 
and 111 ms; and 74 ms, 100 ms, and 110 ms. The duration 
of P-wave in new leads were not statistically significant 
with the existing leads, p>0.05. 

 

 

 

 

 

 

 

 

 

Fig. 4. Box and whisker plot for P-wave duration in different leads. 

 

 

 

 

 

 

 

 

 

 

Fig. 5 shows the PRI values in different lead systems. 
The minimum, median and maximum values of PRI for 
SLL, MLL, and P-lead are 105 ms, 141 ms, and 173 ms; 90 
ms, 144 ms, and 171 ms; and 92 ms, 129.5 ms, and 162 ms, 
respectively. For new lead L-I are 94 ms, 141 ms, and 166 
ms; and L-II are 96ms, 143 ms, and 166 ms. The PRI values 
between the different leads have no significant changes and 
are not statistically significant, p>0.05. 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Box and whisker plot for PR-interval in different leads. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Box and whisker plot of R-wave amplitude in different leads 
involved. 

Fig. 6 shows the amplitude of R-wave peaks in different 
leads under this study. The minimum, median and maximum 
values of R-wave amplitude in SLL, MLL, and P-lead are 
75 µV, 1076 µV and 2555 µV; 110 µV, 540 µV, and 1690 
µV; and 1108 µV, 1809 µV, and 3850 µV, respectively. The 
minimum, median and maximum values of R-peak 
amplitude for the new leads L-I are 407 µV, 1134 µV, and 
2875 µV; and L-II are 959 µV, 1773 µV, and 3854 µV, 

Measurements SLL-II MLL-II P-Lead New Lead-L-I New Lead-L-II P-value* 

P-wave amplitude (µV) 129 ± 46.61 105 ± 40.62 177± 65.13 169 ± 67.70 181 ± 67.64 <0.05 
#SLL-II &MLL-II 

are NS 

R-wave amplitude (µV) 1205 ± 498.26 616± 373.01 1999 ± 645.96 1285 ± 584.80 2010 ± 672.51 <0.05 

#SLL-II & New 
lead L-I are NS 

Heart Rate (bpm) 81 ± 13.56 76 ± 10.88 76 ± 13.32 73 ± 9.95 73 ± 9.95 NA 

P-wave Duration (ms) 96 ± 10.31 89 ±12.91 92 ± 16.19 96 ± 11.70 97 ± 11.22 >0.05 

PR-Interval (ms) 139 ± 16.08 139 ± 21.61 129 ± 21.19 136 ± 19.74 136 ± 20.23 >0.05 

Values represented in mean ± SD; NS – not significant; NA – not applicable; *P-value between SLL and other optimal leads. 

TABLE 1. AMPLITUDE AND TEMPORAL CHANGES IN DIFFERENT LEADS AND ITS SIGNIFICANCE 

 
 

 

 

2021 IEEE Seventh International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, ICBSII 2021-25th-27thMar’21 ISBN: 978-0-7381-4471-9/21

39



respectively. The R-wave peak amplitude in L-II was larger 
than the R-peak in SLL, and statistically significant, p<0.05. 
The low R-peak in MLL was noted, a unique characteristic 
of MLL lead system that enhances the atrial activity 
comparable to ventricles for improved analysis. The R-peak 
amplitude in SLL and new lead L-I were not statistically 
significant, p>0.05. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. P wave amplitudes for different lead system. 

Fig. 7 represents the amplitude of P-wave from the 
studied lead systems in L-I, L-II, L-III, aVR, aVL, aVF.     
P-wave amplitude is plotted in terms of mean ± SD.  
Absolute values of lead aVR is considered. The amplitude 
of P-wave has higher values in major leads of new lead 
system. P-lead was a single lead system and has no values in 
lead L-I. The maximum amplitude value of the P-wave 
obtained was 181 ± 70 µV from the lead L-II of the new 
lead system. The second and third maximum values are 177 
± 67 µV and   169 ± 68 µV from the P-lead and L-I of the 
new lead system. 

IV. DISCUSSION 

The new lead system proposed in this study, is parallel to 

the direction of electrical conduction vector of the heart. The 

new leads L-I is parallel to the electrical conduction in atria. 

So, greater P-wave amplitude is achieved in L-I of new lead 

system compared to the lead II of SLL. Moreover, the new 

lead L-II is parallel to the heart’s electrical mean vector. 

Thus, a greater deflection of ECG waves in terms of peak 

amplitude was observed. The amplitude and temporal 

changes in different lead systems and their significance 

values were tabulated in Table. 1. The new lead L-II 

outperforms in terms of P-wave and R-wave amplitude 

when compared to existing optimal leads. The Ta-wave was 

observed in few volunteers for the new leads of this study, 

represented by a small depression following P-wave. 

Previously, MLL lead system proposed by Sivaraman et al. 

[14] unmasked the Ta-wave in sinus rhythm volunteers. The 

P-lead proposed by Kennedy et al. [16] noted greater          

P-wave amplitude, and it has the second-highest amplitude 

in this study. The L-I and L-II of the new lead system 

outperformed in P-wave amplitude compared to lead-II of 

SLL, and their difference is statistically significant with 

p<0.05, which can be the future advantage of new lead 

system to diagnose the atrial diseases. Reduced R-wave 

amplitude was noted in MLL ECG recording of this study, 

which is consistent with previous finding [19]. The 

differences observed between P-wave and R-wave 

amplitudes in different recording positions in SLL, MLL,  

P-lead, and new leads L-I and L-II were majorly due to the 

false positive QRS axis shift in the frontal plane due to 

different electrode positioning [20]. No significant changes 

were noted for PWD in all the lead systems, which is in line 

with the previous study in sinus rhythm and sinus 

tachycardia [21]. The PRI observed in this work depicted no 

changes, and similar results have been shown in [22-24]. 

The study results of P-wave amplitude in SLL are in 

accordance with the previous work [25].  

The newly proposed lead system of this study, improved 

P-wave amplitude with minimal leads in maximal possible 

ways, and also supports prolonged recording of ECG during 

ambulatory purposes. The electrodes are placed in less 

muscle area, which reduces EMG noise and artifacts. Both 

L-I and L-II were considered for analysis as they have the 

greater acquisition of atrial activity compared to other leads. 

L-III of this lead system is not considered for the study, 

which has lesser amplitude as it is perpendicular to the 

heart's electrical mean vector.  

V. CONCLUSION 

The new lead system proposed in this study 

outperformed the other lead system in terms of higher        

P-wave amplitude in two different leads L-I and L-II. The 

amplitude of P-wave from the new leads is significantly 

greater than lead-II of SLL. As the new lead system focuses 

more on amplitude aspects of atria in its maximal leads, it is 

named as Atrial Lead (AL) System with atrial leads. Also, 

during normal atrial activation, the selection of optimized 

lead placement provides greater signal strength. This study 

considered only male volunteers, further study is required to 

validate it in female volunteers. Also, further comparative 

study of the new lead with more existing optimal lead 

systems in different heart conditions is yet to be established.  
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Abstract— Epilepsy is a prevalent neurological disorder 

typically characterized by recurrent seizure activity and 

detected using an electroencephalogram (EEG). The manual 

inspection of EEG however is a challenging and slow process 

that is susceptive to visual errors and variability amongst 

subjects. Hence, significant efforts have been made towards 

developing algorithms for automated epilepsy diagnosis and 

detection. The present study focuses on comparing two 

algorithms employing arithmetic encoding and Huffman 

encoding to separate epileptic signals from seizure-free (normal) 

samples. The proposed diagnostic technique comprises three 

major steps. In the first step, discrete wavelet transform (DWT) 

is used to decompose the EEG signal into detail and 

approximation coefficients. The second step involves 

computation of compression ratios using encoding techniques to 

convert the significant coefficients into bitstreams. Finally, the 

compression vector set is normalized and fed to a machine 

learning classifier that identifies seizure activity from normal, 

seizure free signals. The study utilizes the standard database for 

epilepsy as provided by the University of Bonn in order to 

validate the results against prior benchmarks. The proposed 

methodology with arithmetic encoding algorithm achieved 

100% accuracy and the classification results vary from 30.6% 

to 100% respectively in case of Huffman encoding. Hence, a 

computer aided diagnostic (CAD) technique employing DWT 

along with arithmetic encoding and machine learning 

algorithms would form a robust diagnostic system in early-stage 

epilepsy diagnosis. 

Keywords— Arithmetic encoding, Computer aided diagnostic 

(CAD), Discrete wavelet transform (DWT), Electroencephalogram 

(EEG), Epilepsy, Huffman encoding 

I. INTRODUCTION  

Epilepsy is a chronic non-communicable brain disorder 
generally characterized by recurrent seizures and sometimes 
accompanied by the loss of consciousness [1]. Recurrent 
seizures occur due to abnormality in the neuronal activities of 
the brain and can affect mood, sensing and/or movement in 
the human body [2]. According to statistics reported by the 
World Health Organization, the disease currently affects about 
50 million people worldwide and an estimate of 5 million 
people are diagnosed with epilepsy each year. The number of 
people affected with epilepsy is significantly higher in 
developing countries with an estimate of 139 per 1000 cases 

reported annually [3]. The disease is diagnosed by the visual 
inspection of an EEG while treatment usually involves 
administration of anti-seizure medication along with surgery 
in some instances. 

The electroencephalogram (EEG) reflects the 
electrophysiological conditions of the brain at a given instant 
of time and thus can be used to detect epileptic seizure activity 
[4]. The low cost of an EEG analysis makes it a widely 
adopted tool for clinical diagnosis involving brain activity. As 
EEGs can contain various pathological as well as 
physiological information, they are utilized globally to detect 
and evaluate the treatment and progress of epileptic patients. 
For the purpose for epileptic seizure studies, EEG signals are 
evaluated for three types of activity: (i) normal EEG activity 
recorded at eyes open and eye closed intervals of healthy 
subjects; (ii) seizure free/inter-ictal  activity containing small 
spikes and/or subclinical seizures occurring between two 
epileptic episodes; (iii) and seizure/ictal EEG activity 
represented by sudden spikes in the EEG.  

Principally, EEG recordings collected from subjects can 
be quite lengthy and hence contain a significant amount of 
data. A visual inspection of EEG recordings thus can be slow 
and time consuming. Moreover, it is also prone to manual 
errors and is dependent on inter-observer variability [5]. To 
combat this limitation, several automated techniques have 
been reported to help in computer aided diagnosis of epileptic 
seizures. Computer aided diagnostic (CAD) techniques 
usually involve extraction of frequency and/or time domain 
features from signals. Machine learning classifiers are further 
utilized to characterize seizure activity from a set of seizure 
free or normal EEG recordings. One such method is to count 
standard deviations between various linear and non-linear 
techniques and then apply thresholding to differentiate seizure 
from normal signal [6]. 

Another widely used method is the application of 
mathematical transformations. In earlier studies, Fourier 
transform was used for feature extraction but studies reported 
decomposing EEG using wavelet transforms is more feasible 
as it provided reduction in computational time without 
compromising the accuracy. Previously, many studies have 
reported the use of wavelet transforms for EEG signals 
however, most of these studies have utilized either advanced 
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wavelet transforms or complex wavelet transform along with 
nonlinear feature extraction techniques and classifiers [4], [7]. 
These methods usually require additional processing time due 
to the heavy load and are not feasible for 1D signal 
decomposition. Additionally, there were few studies reported 
that classified normal and seizure EEG activity but the studies 
reporting classification of inter-ictal seizure free intervals 
have been limited. The use of machine learning classifiers, 
such as fuzzy classifiers, Gaussian mixture model, support 
vector machine (SVM), artificial neural networks (ANN), k-
nearest neighbour (k-NN) and Naïve Bayes classifier have 
also been reported. 

It has been shown previously that frequency as well as 
time-based methods prove to be useful for extracting features 
in EEG signals, and the attributes obtained can be utilized 
further as classifier inputs. In 2014, a wavelet based fuzzy 
approximate entropy (fApEn) algorithm was proposed [8].  
The EEG was decomposed into sub-bands using DWT and 
fApEn was computed for each sub-band as a means to rate the 
chaotic behaviour of EEG recordings. Support vector machine 
(SVM) was used as a classification technique and highest 
classification accuracy was reported by the authors. Finally, 
the work presented by Amin et al., [5] first utilized DWT with 
arithmetic coding to extract features from EEG signals. Four 
different machine learning classifiers were utilized and the 
authors reported with 100% classification accuracy. 

There is limited research employing the use of arithmetic 
coding as a feature extraction technique and the utility of 
Huffman coding has not yet been established. The present 
study aims to fulfil this gap by laying an analytic comparison 
between the two methodologies in detecting seizure activity 
from seizure free EEG recordings and seizure free activity 
from healthy EEG signals. In this work, discrete wavelet 
transform was employed on the EEG signals to obtain 
coefficients for different decomposition levels. In present 
work, a 10-fold cross validation technique was employed to 
evaluate classifier performance. Finally, the results of the two 
encoding methodologies were compared based on several 
parameters and the superior alternative was stated. 

II. MATERIALS & METHODS 

A. Datasets 

The EEG data used throughout this analysis is extracted 
from a publicly available database at the University of Bonn 
[9]. The database consists of five sub datasets labelled A, B, 
C, D and E. Each dataset is 23.6s in length and contains 100 
single channel EEG segments with 4097 samples per channel. 
The scalp EEG recording obtained with eyes open (EO) and 
eyes closed for five healthy subjects are labelled respectively 
as sets A and B. Datasets C, D and E are EEG recordings of 
five epileptic patients with different spatial locations. Dataset 
C contains EEG readings from the hippocampal formation in 
the hemisphere opposite to the epileptogenic zone while 
dataset D contains recordings from the epileptogenic zone. 
Both datasets C and D were recorded during seizure-free 
intervals. Dataset E contains recordings of the hippocampal 
focus at the time of seizure. The data was obtained using 12-
bit analogue-to-digital converters operating with a sampling 
frequency of 173.61 Hz. All five data sets were collected using 
128 channels and an average common reference. Channels 
depicting pathological activities were neglected while 
computing the reference. Further, artifacts involving eye 
movement characteristics were removed from data sets A and 

B. Finally, a bandpass filter with cut off frequencies 0.55 to 
40 Hz was applied to filter any noise artifacts. 

B. Discrete Wavelet Transform (DWT) 

The DWT of a given signal is determined by the inner 
product of the signal [x(t)] and the scaled version of the 
wavelet function [Ψa,b(t)] as given in Eq. 2. DWT is 
represented mathematically as given in Eq. (1): 

𝑊Ψ𝑋(𝑎, 𝑏) =< 𝑥, Ψ𝑎,𝑏 >          (1) 

Ψ𝑎,𝑏 = |𝛼|−
1

2Ψ (
𝑡−𝑏

𝑎
)           (2) 

In Eq. (1), ‘a’ and ‘b’ are defined as scale and translation 

parameters respectively and represented as [a, b ∈ ℝ]. The 

scaling parameter ‘a’ compresses or dilates the wavelet 
function while translation parameter ‘b’ alters its location. 
Correlation of signal [x(t)] with scaled version of wavelet 
function [Ψa,b(t)] yields high or low frequency components 
respectively. The wavelet transform as identified at discrete 
scales (aj=2j) and locations (bj,k=2jk) is defined as the DWT. 
When applied to a signal, DWT decomposes it into detail and 
approximation coefficients at distinct scales. Information 
contained by low frequency components are provided by 
higher scales and lower scales contain information for high 
frequency components. The number of levels of 
decomposition required depends on the relation between the 
sampling frequency and the bandwidth of the signal [10]. 

C. Huffman Coding 

The Huffman coding algorithm is a systematic data 
compression technique that yields prefix-free instantaneous 
codes. The resulting code-word is uniquely decodable and can 
be mapped to individual source symbol. Each symbol is 
arranged in descending order of probabilities and considered 
as a unique node. The last two probabilities, i.e., two nodes 
with the least probabilities are joined to construct a new node 
and this process is repeated till a single node with probability 
1 is obtained. Binary codes 0 and 1 are assigned to each node 
starting from the last to the first and the final code-word is 
given by the sequence of 0’s and 1’s. An order reversal during 
the generation of the code-word generally causes the final 
result to be non-instantaneous. 

D. Arithmetic Coding 

Arithmetic coding is another data compression algorithm 
where each symbol of the source data reduces the size of the 
interval in accordance with its occurrence probability. The 
source data is mapped to produce non-block codes in a way 
that allows reconstruction of original data from the code 
generated. Hence, each symbol and its code cannot be 
compared individually as unlike Huffman coding, this method 
does not execute individual conversion of source data into the 
code-word. Arithmetic coding is performed on the sequence 
as a whole and a single arithmetic code-word is generated to 
represent an interval of real numbers between 0 and 1. An 
increase in the number of source symbols results in smaller 
intervals that require additional bits to denote them [11]. 

III. METHODOLOGY 

As outlined in the block diagram of the proposed CAD 
technique as represented in Fig. 1, the following four steps 
majorly constitute the proposed CAD technique. 

1. Decomposition of EEG Signals 
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• Wavelet decomposition via the discrete wavelet 

transform 

• Thresholding coefficients to maintain reconstructed 

signal energy ~99% when rounded to the nearest 

integer 

2. Feature Extraction 

• Encoding significant DWT coefficients using 

arithmetic coding 

• Encoding significant DWT coefficients using 

Huffman coding 

• Computation of compression features (compression 

ratios) for each coding technique 

• Normalization of extracted features 

3. Feature Classification 

• Classifying extracted features using linear and non-

linear machine learning classifiers 

• Evaluation of classifier performance using k-fold 

cross validation  

4. Comparison of Encoding Techniques 

• Computation of accuracy, sensitivity and specificity 

for each method 

• Determining relative efficiency based on 

computational speed and results of EEG 

classification. 

 

 

 

 

 

 
Fig. 1: Block diagram of major steps for epileptic seizure classification as 

outlined in the proposed CAD technique. 

 
 

 

 
 

 

 
 

 
 

 

 
 

 

 
 

Fig. 2: Example of DWT decomposition of an epileptic EEG signal at level 

4. The signal s is decomposed into detail coefficients d1, d2, d3, and d4 and 
approximation coefficient a4. 

Initially, DWT is used with Daubechies wavelet to 

decompose the EEG signal x[n] into level 4 detail and 

approximation coefficients as shown in Fig. 2. The db4 

wavelet was selected in this analysis as its orthogonal 

property and efficient filter implementation make it the best 

fit for decomposing EEG signals, especially when epileptic 

EEGs are considered. DWT utilizes a series of high pass and 

low pass filters g(n) and h(n) respectively. High pass filter 

g(n) represents the mother wavelet while its mirror versions 

are represented by the low pass filter h(n). The cutoff 

frequencies for the filters are set to approximately one-fourth 

of the sampling frequencies used for EEG signals. 

Approximation (A1) and detail (D1) coefficients are obtained 

in the first level of DWT decomposition, when input signals 

are filtered through h(n) and g(n) respectively. 

Mathematically, Ai and Di at the ith level are defined as 

follows: 

𝐴𝑖 =
1

√𝑀
∑ 𝑥(𝑛) . 𝜑𝑗,𝑘(𝑛)                      (3) 

where: 𝜑𝑗,𝑘(𝑛) = 2−
𝑗

2 ℎ(2−𝑗𝑛 − 𝑘)  represents the scaling 

function, and 

𝐷𝑖 =
1

√𝑀
∑ 𝑥(𝑛) . 𝛹𝑗,𝑘(𝑛)                    (4) 

where: 𝛹𝑗,𝑘(𝑛) = 2−
𝑗

2 𝑔(2−𝑗𝑛 − 𝑘)  represents the wavelet 

function. Here, n = 0, 1, 2, …, M-1; j = 0, 1, 2, …, J-1; k = 0, 

1, 2, …, 2j-1; J = 4; where M denotes the length of the discrete 

EEG signal x[n]. 

DWT coefficients Djk are given by detailed coefficients 

Di=0,1,2,3 and approximation coefficient Ai=3 condensed by 

neglecting non-significant coefficients when a specific 

threshold value (α) is implemented. Djk can then be defined 

as follows: 

𝐷𝑗�̂� =  {
𝐷𝑗𝑘 , |𝐷𝑗𝑘| ≥  𝛼

0, |𝐷𝑗𝑘| <  𝛼
        (5) 

The implementation of a threshold value ensures that the 

reconstructed EEG signal retains significant energy, i.e., 

energy retained >99%. 

𝑒𝑛𝑒𝑟𝑔𝑦 (𝐸) =  
100 ×||𝑋′||2

2

||𝑋||2
2 > 99%        (6) 

where (X’) represents the reconstructed signal and the 

original signal is denoted by (X). 

The calculation of the threshold (α) is done by 

considering the last level of detail coefficients vector for the 

computation of standard deviation of noise [12] and defined 

as: 

𝛼 =  �̂�√2𝑙𝑜𝑔𝑁           (7) 

where ‘N’ is the number of wavelet coefficients present in the 

last level of the detailed coefficients. 

As per the median absolute deviation, 

�̂� =  
𝑚𝑒𝑑𝑖𝑎𝑛 (|~𝐷𝑗𝑘|)

0.6745
          (8) 

The denominator represents the scaling factor, which is 
dependent on the distribution of coefficients ~Djk, and equals 
0.6745 in case of normally distributed data. ~ Djk represents 
the wavelet coefficients present in the last level of the detailed 
coefficients. 

The threshold value is altered if the energy criterion stated 
in Eq. (6) is not satisfied. This ensures that the quality of the 
reconstructed signal is retained even after eliminating non-
significant coefficients. The DWT coefficients are subjected 
to thresholding criteria and rounded up to the nearest integers 

to be further denoted as 𝐷jk. 

The second step in the proposed methodology includes 

encoding of the rounded DWT coefficients 𝐷jk into bitstreams 
by applying the two encoding techniques, i.e. arithmetic 
coding and Huffman coding. Arithmetic coding can be used 
in two ways to compress data, static and adaptive. In this 
study, static arithmetic coding has been used since the number 
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of wavelet coefficients and their occurrence probability is 
known. The size of the DWT coefficients is reduced which 
leads to EEG signal compression. The output bits’ stream of 
the encoders gives the compression future computed as 
follows: 

𝐶𝑅 =
𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑆𝑖𝑔𝑛𝑎𝑙 𝑆𝑖𝑧𝑒 (𝑋)

𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑒𝑑 𝑆𝑖𝑔𝑛𝑎𝑙 𝑆𝑖𝑧𝑒 (𝑋′′)
        (9) 

Next, the extracted CR features are normalized to zero 

mean and unit variance as follows: 

𝑥�̂� =  
𝑥𝑖− 𝑥𝑚

𝜎
                       (10) 

Where i = 1, 2, …, L and L denotes the number of 

instances in a particular feature x. xm and 𝜎 represent mean 

and standard deviation of xi respectively and 𝑥�̂�  is the 

normalized value of the feature vector. These normalized 

features are then fed as inputs to the machine learning 

classifiers. In order to illustrate the effectiveness of the 

proposed methodology, three machine learning classifiers are 

employed. Support vector machine (SVM) with radial basis 

function (RBF) is used as a non-linear classifier while K-

nearest neighbor (k-NN) and kernel Naïve Bayes are 

employed as linear classifiers. Finally, a 10-fold cross 

validation method is employed to validate classifier 

performances. 

Performance of each classifier was determined using 

accuracy, sensitivity and specificity as [13]: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100%       (11) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100%        (12) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
× 100%        (13) 

Where TP- True Positive, TN-True Negative, FP-False 

Positive, FN-False Negative. 

 Averages of accuracy, sensitivity and specificity along 

with time computation characteristics are computed and 

estimated results are compared for accuracy of the coding 

algorithms. 

A. Cross Validation of Classifiers 

Cross validation is essentially a resampling procedure 

employed for the evaluation of machine learning samples 

with a limited data set. Commonly, k-fold cross validation 

(CV) is used for evaluating the efficiency of different 

classification algorithms [14]. The method is widely used to 

claim superiority of one classification method over the word. 

The parameter k determines the number of disjoint folds a 

dataset is split into. At each fold, 1 set is reserved as test while 

k-1 folds are used as training sets for the classifier. This is 

repeated k times and each k-fold is used exactly once as a test 

set. A major advantage of the k-fold CV technique is that each 

sampled in the dataset is utilized for training, while each fold 

is used for validation once. By increasing the number of folds, 

i.e., the value of k, variance in resulting estimates can be 

reduced. Assuming a rational value for k (e.g., 5-fold or 10-

fold), computational costs can be kept to a minimum. 

IV. RESULTS & DISCUSSION 

In this section the proposed CAD technique, followed by 

the results of k-fold cross validation have been described. The 

results of the classifier have been compared with reference to 

two feature extraction algorithms Huffman coding and 

arithmetic coding and three machine learning techniques such 

as SVM, k-NN and Naïve Bayes. As outlined in TABLE I, 

five classification cases were considered based on the five 

EEG sub datasets. Case selection was performed to smooth 

comparison with subject to previous studies.  

TABLE I.  CASES FOR EXPERIMENTAL CLASSIFICATION 

Case Datasets Used Specification 

A-E A and E 
Normal and ictal (seizure) 

segments 

AB-E AB and E 
Normal and ictal (seizure) 

segments 

C-E C and E 
Inter-ictal (seizure free) and ictal 

(seizure) segments 

CD-E CD and E 
Inter-ictal (seizure free) and ictal 

(seizure) segments 

ABCD-E ABCD and E 
Normal, inter-ictal (seizure free) 

and ictal (seizure) segments 

100 EEG segments were used from each of the five 
datasets A, B, C, D and E. To obtain wavelet coefficients, 4th 
level DWT data decomposition was performed and non-
significant coefficients were neglected. To ensure quality 
retention of reconstructed signals, only signals meeting the 
energy criteria >99% were considered from each of the five 
datasets (A-E). TABLE II shows us the quality of retained 
signals from each dataset and TABLE III represents the 
number of signals retained. This was done to establish a 
standard balanced criterion for neglecting certain wavelet 
coefficients over all datasets. 

TABLE II.  RECONSTRUCTED SIGNAL QUALITY FOR EEG SIGNALS 

FROM ALL DATASETS 

Set Energy% 

Standard 

Deviation 

(SD) 

Mean 

Square 

Error 

(MSE) 

Peak Signal-

to-Noise 

Ratio (PSNR) 

(dB) 

A 99.97 0.12 0.01 58.51 

B 99.98 0.02 0.00 72.43 

C 99.96 0.06 0.00 64.41 

D 99.97 0.12 0.01 58.51 

E 99.96 0.10 0.01 59.70 

AB 99.99 0.08 0.01 61.32 

CD 99.96 0.06 0.00 64.82 

ABCD 99.97 0.07 0.01 62.55 

The retained significant wavelet coefficients were then 
utilized to compute feature vectors, i.e., compression ratios 
(CR) via the feature extraction techniques. Three machine 
learning classifiers SVM, k-NN and Naïve Bayes were trained 
and tested for all datasets. 10-fold cross validation technique 
was used to validate the results of the classifiers. Final feature 
sets were divided into 10 uniform subsets, out of which nine 
subsets were utilized to train the classifiers while one subset 
was reserved for testing. Average accuracy, sensitivity and 
specificity were then computed to determine ultimate 
classifier performances. 

Fig. 3 and Fig. 4 represents the box plot of all datasets to 
indicate the distribution of feature values obtained in case of 
arithmetic coding and Huffman coding respectively. The 
number of correctly classified EEGs with seizure activity by 
the presented CAD technique were represented as TP; the 
number of correctly identified normal segments were 
represented as TN; the number of normal EEG segments 
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incorrectly classified as seizure were referred to as FP; and the 
number of seizure segments missing from the classification 
results were labelled under FN.  

TABLE III.  NUMBER OF REJECTED SIGNALS FROM EACH DATASET 

(A-E) 

Set Total 

Signals 

Rejected 

Signals 

Accepted 

Signals 

A 100 6 94 

B 100 6 94 

C 100 13 87 

D 100 20 80 

E 100 51 49 

Total Accepted Signals:  404 

TABLE IV.  COMPARISON OF CLASSIFICATION ACCURACIES FOR 

ALL DATASETS BY ARITHMETIC AND HUFFMAN CODING ALGORITHMS 

Set 

Accuracy (%) 

SVM with RBF k-NN (k=5) Kernel Naïve Bayes 

A.C. H.C. A.C. H.C. A.C. H.C. 

A-E 100 98 100 98 100 51 

AB-E 100 100 100 100 100 79.6 

C-E 100 98 100 98 100 30.6 

CD-E 100 100 100 100 100 42.9 

ABCD-E 100 100 100 100 100 85.7 
a. A.C. - Arithmetic Coding, H.C. - Huffman Coding 

 

Fig. 3: Box Plot of feature values when Arithmetic Coding is used for feature 
extraction 

The CAD technique proposed in the current study 

achieved perfect classification results (100% accuracy) 

across all three machine learning classifiers for cases A-E, 

AB-E, C-E, CD-E and ABCD-E when arithmetic coding was 

employed for feature extraction. The accuracy results with 

Huffman coding stretched across a wider range. In case of 

SVM fine Gaussian classifier and weighted k-NN method, 

Huffman algorithm achieved perfect classification (100% 

accuracy) for datasets AB-E, CD-E and ABCD-E, while 

accuracy declined to 98% for datasets A-E and C-E. 

Accuracy results declined as low as 30.6% for dataset C-E 

with case A-E at 51%, AB-E at 79.6%, CD-E at 42.9%, and 

finally ABCD-E at 85.7% when Naïve Bayes algorithm was 

used in conjunction with Huffman coding. Additionally, both 

arithmetic coding and Huffman coding methods achieved 

100% sensitivity and specificity for all three classifiers across 

all the datasets. However, the sensitivity for the dataset AB-

E, C-E and CD-E is observed to be deviated with 1 and 2% 

in Huffman algorithm. Similarly, the specificity is 99% for 

AB-E in Kernel Naïve Bayes with Huffman algorithm. 

 
Fig. 4. Box Plot of feature values when Huffman Coding is used for feature 

extraction 

The proposed approach is based on the applicability of 
DWT for the decomposition of non-stationary signals. 
Features are extracted from significant DWT coefficients with 
the application of Huffman coding and arithmetic coding 
techniques and classification is performed using linear and 
non-linear classifiers. The accuracy of the two coding 
techniques is evaluated using five different cases for 
classification. A number of prior studies have reported DWT 
to be the most appropriate method to study non stationary 
rapid events in EEG signals, especially when epileptic data is 
considered [4]. However, there is limited literature involving 
feature extraction with static arithmetic coding and to our 
knowledge, the use of Huffman coding with DWT has not yet 
been studied. This study provides a comparison between the 
two techniques and determines the superior alternative to 
obtain perfect classification results. In TABLE IV, the 
accuracy of the arithmetic coding and Huffman coding for 
three different classifiers are listed and results of the present 
study are reported in comparison to previously studied 
automated seizure detection techniques in TABLE V. 

In order to compare the computational efficiency of the 
two coding alternatives, time computations were calculated 
for each of the five classification cases. Feature extraction 
from a segment of 23.5 seconds required 0.0102 seconds in 
case of Huffman coding and 0.0181 seconds for arithmetic 
coding which is significantly improved than the time-
frequency analysis methods proposed in previous studies. The 
classification algorithms SVM, k-NN and Naïve Bayes 
reported 6.5~9.95 s, 0.05~0.08 s and 0.06~1.02 s of testing 
time respectively. Thus, for the accurate detection of a seizure 
from say, a 24 hours continuous recording of an epileptic 
patient, the proposed CAD method will require 28 minutes 15 
seconds via Huffman coding and 28 minutes 29 seconds via 
arithmetic coding. Thus, the CAD approach presented in this 
study is exceptionally faster than analysis methods reported 
and empirical mode decomposition (EMD) algorithms 
proposed earlier [15]. Further, the proposed method is also 
slightly faster than a similar DWT and arithmetic coding 
approach presented by [5] which required 30 minutes of 
processing time for a 24 hours continuous recording. Hence, 
the CAD technique presented in this study is exceptionally 
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efficient in terms of computational speeds and thus can be 
implemented as a diagnostic tool in clinical environments. 

TABLE V.   ACCURACY COMPARISON OF PRESENT WORK WITH 

PRIOR STUDIES 

Author(s) Classifier(s) Dataset Accuracy% 

Kumar et 

al.,[8] 

ANN, SVM A-E, B-E, 

C-E, D-E, 

ABCD-E 

100,92.5,100,95,

94,99 

Acharya 

et al.,[16] 

Gaussian 

Mixture Model 

(GMM) 

Normal, 

inter-ictal 

and ictal 

99 

Song et 

al.,[17] 

Extreme 

learning 

machine 

(ELM) 

A-E 94.20 

Lee et 

al.,[18] 

Weighted fuzzy 

membership 

function 

(NEWFM) 

A-E 98.17 

Fu et 

al.,[19] 
SVM (RBF) A-E 99.12 

Dhiman et 

al.,[20] 
SVM A-E 100 

Present 

Study 
SVM (RBF), k-

NN and Naïve 

Bayes 

A-E, AB-E, 

C-E, CD-E, 

ABCD-E 

(98, 98, 51), 

(100, 100, 79.6), 

(98, 98, 30.6), 

(100, 100, 42.9), 

(100, 100, 85.7) 
SVM (RBF), k-

NN and Naïve 

Bayes 

A-E, AB-E, 

C-E, CD-E, 

ABCD-E 

100,100,100,100

,100 

However, this study has some limitations. Firstly, the 

results vouch for a relatively small data set. To obtain similar 

accuracy and precision in larger datasets, higher values of K 

can be considered for k-fold cross validation technique. 

Additionally, feature selection methods like Principal 

Component Analysis (PCA), Fisher’s Discriminant Ratio can 

be used to optimize the extracted features. Furthermore, the 

algorithm can be optimized for real time clinical testing in 

order to additionally reduce processing time. 

V. CONCLUSION 

The current study presents a robust CAD algorithm to 

detect the presence of seizure activity in seizure free EEG 

recordings and healthy EEG signals. The study employs 

DWT as a preliminary wavelet transformation step followed 

by arithmetic encoding and Huffman encoding individually 

to extract significant EEG features. Three machine learning 

classifiers SVM, weighted k-NN and kernel Naïve Bayes 

algorithm are employed to segregate seizure (ictal) signals 

from its seizure-free (inter-ictal) and normal EEG 

counterparts. All three classifiers achieve perfect accuracy 

when arithmetic coding is used in the feature extraction step. 

Hence this proposed CAD technique could be useful for 

diagnostic purposes. 
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Abstract— Brain is the vital organ in human physiology; 

which is conscientious for sensory signal handling and 

judgment making. The irregularity in brain severely influence 

entire decision making procedure and the unrecognized and 

untreated defect will lead to various harsh conditions.  This 

research aims to implement pre-trained Deep-Learning-

Scheme (DLS) to classify the brain MRI slices using a multi-

class classifier. In this research, the brain MRI slices with 

classes; normal, stroke, Low-Grade-Glioma (LGG) and High-

Grade-Glioma (HGG) are considered for the experimental 

study. In this work every test picture is resized into 224x224x3 

pixels and these imagery are then considered to validate the 

performance of DLS, such as VGG16, VGG19 and ResNet50 

using different classifiers.  The attained classification accuracy 

of every DLS with classifiers, SoftMax, SVM-RBF and SVM-

Cubic are presented and discussed. 

 Keywords—Brain abnormality, MRI slices, Deep-

Learning,  Multi-Class classification,  Accuracy. 

I. INTRODUCTION  

In recent days, due to a variety of physical and 
environmental conditions, the occurrence rate of infectious 
and chronic diseases are gradually rising and appropriate 
detection and treatment implementation is essential to reduce 
the disease impact [1,2]. In the current era, modern disease 
detection and treatment implementation methods are existing 
to reduce the medical stress. 

In humans, the abnormality in brain will considerably 
affect the whole health condition and hence it is considered 
as one of the chief emergency. From former works, it can be 
observed that the major brain abnormality includes the 
Ischemic-Stroke (IS) and the Brain-Tumour (BT) and these 
abnormalities can be efficiently diagnosed with a chosen bio-
signal/bio-imaging scheme. The bio-signal based assessment 
needs a single/multi channel sensor array to collect the brain 
signals and later a chosen signal processing method needs to 
be implemented to detect the abnormality in the recorded 
EEG. Further, the bio-signal is very complex to evaluate 
compared to the bio-imaging approach. Hence, bio-images 
are widely considered to evaluate the brain abnormality 
compared to the EEG [3-5].  

Radiology based imaging procedure is widely 
recommended to screen the brain abnormality and compared 
to the computed-tomography, the MRI is a widely used 
radiological imaging scheme due to its multimodality and 3D 

nature [6]. Hence, in most of the brain abnormality detection 
process, MRI slices of a chosen imaging modality are 
considered to achieve a better detection. 

The prior research related to the brain abnormality 
detection can be found in [7,8]. Most of the earlier works 
implemented a segmentation task or the classification 
approach to identify the irregularity using the 2D slices of 
brain MRI. The work related to the heuristic algorithm based 
thresholding and segmentation can be found in [9-11]. The 
machine-learning scheme based classification is available in 
[12] and the Deep-Learning-Scheme (DLS) with a two-class 
and multi-class classification is presented in [13-15]. Every 
earlier technique, shows that a number of detection 
procedures are proposed and executed separately for the IS 
and BT and this work plans to execute a integrated detection 
practice with a chosen DLS.  

For the BT, a specified grading scheme is available to 
categorize the images based on the dimension and orientation 
of the BT. A group of BT known as the glioma is a harsh 
condition in which the tumour originates in glial-cells of the 
brain/spine. Further, the glioma is one of the common 
abnormalities and 80% of the glioma is malignant. Based on 
the size and its location, it can be classified as the Low-
Grade/High-Grade (LGG/HGG) class. 

In this work, the necessary images for the experimental 
study is attained from the ISLES2015 [16] and BRATS2015 
[17] dataset. Every image is available in the form of 3D 
reconstructed picture and hence a 3D to 2D conversion is 
executed using ITK-Snap [18,19] and after the extraction, a 
resizing process is executed to get a picture with a dimension 
of 224x224x3 pixels. 

 Here, Flair modality MRI pictures are used for the 
assessment. The main advantage of the considered datasets 
is, the examination pictures are obtainable without the skull 
fragment and hence the skull-stripping practice is not 
required for these images. Further, the visibility of the IS and 
BT sections are good in the chosen pictures and hence better 
detection accuracy can be achieved. 

In this research, a DLS with a multi-class classification is 
implemented to classify the considered Flair modality slices 
into different classes, such as normal, stroke, LGG and 
HGG. The various initial processing procedures considered 
in this work involves; collection of the essential images from 
the chosen database, conversion of 3D to 2D and resizing it 
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to a chosen dimension based on the DLS and implementing 
the essential classifier and validation. 

Compared to the earlier studies, the key part of the 
proposed work is the implementation of a multi-class 
classification using the VGG16, VGG19 and ResNet50. The 
attained result is then compared and validated with the help 
of classifiers, such as SoftMax, SVM-RBF and SVM-Cubic. 

The enduring sections of this work are implemented as 
follows; Section 2 and 3 depicts the context and 
methodology of this work, Section 4 and 5 presents the 
experimental results and conclusions, respectively. 

II. CONTEXT 

In earlier works, large quantity of Machine-Learning 
(ML) and DLS schemes is planned to detect the disease 
condition in 2D brain MRI of chosen modality [10-15]. 

The brain images of ISLES [16] and BRATS [17] are 
widely used to calculate the performance of the developed 
automated schemes because of its multi modality nature. 
Further, these dataset images are having clinical grade 
images without the skull section; which minimizes the 
computational complexity during the assessment.  

Table I summarises the chosen earlier works 
implemented using the ISLES and BRATS datasets. 

TABLE I.  SUMMARY OF EARLIER WORKS RELATED TO THE BRAIN 

ABNORMALITY DETECTION 

Reference Methodology implemented Dataset 

Revanth et al. [5] 
Instigation of stroke wound is 
presented using CT/MR 
images 

ISLES2015 

Rajinikanth and 
Satapathy [9] 

Addition of thresholding and 
segmentation is employed to 
examine the stroke lesion 

ISLES2015 

Rajinikanth et al. 
[10] 

Segmentation of the stroke 
lesion is achieved using the 
watershed algorithm 

ISLES2015 

Dey et al. [12] 
A machine learning based 
brain abnormality assessment 
is discussed 

ISLES2015 
and 

BRATS2015 

Rajinikanth et al. 
[14] 

DLS based brain image 
classification with two-class 
classifier is discussed 

BRATS2015 

Lin et al. [20] 
Hybrid image processing 
scheme is employed to mine 
the abnormal brain section 

ISLES2015 
and 

BRATS2015 

Kadry et al. [21] 
Mining of tumour section 
from brain MRI is presented 

BRATS2015 

  

In literature, a quantity of earlier works are implemented 
a chosen approach to examine the abnormality from the bran 
MRI slices and the essential details can be found in [1-5]. In 
this work, the objective is to implement an automated 
detection system to classify the considered brain MRI slices 
into different classes using a chosen DLS with various 
classifiers.   

 

 

III. METHODOLOGY 

 
The main contribution of this work is to implement a 

DLS with a multi-class classifier for the brain MRI 
classification. The various stages existing in the proposed 
scheme can be found in Figure 1. 

Primarily, the vital imagery is accumulated from 
ISLES2015 and BRATS2015 dataset and the collected 
images are then converted into 2D slices via the ITK-Snap. 
The extorted 2D slices are then resized into 224x224x3 pixel 
dimension picture and then these pictures are used to train 
and test the DLS classifier considered in the proposed work. 
Finally, a multi-class classifier is employed to classify the 
2D brain MRI into Normal/Stroke/LGG/HGG class with 
improved accuracy.  

 

Fig.1. Brain MRI assessment with DLS and multi-class classification 

A. Image database 

The performance of the developed disease detection 
system is to be confirmed with clinical grade images. The 
availability of clinical level MRI is very less and hence, in 
this work the brain images of ISLES2015 and BRATS2015 
are considered for the assessment. The information 
concerning the imagery used in this research can be found in 
Table II. This table shows that the total number of images 
considered is 500 per category in which 400 images (80%) 
are considered for training and 100 pictures (20%) are 
considered for the validation. All these images are resized 
into 224x224x3 pixels before evaluation. The sample test 
images adopted in this work can be found in Figure 2. The 
main merit of this dataset is, every picture is free from the 
skull section and helps to achieve better classification 
accuracy. 

TABLE II.  THE TEST IMAGE INFORMATION FOR THE CONSIDERED 

IMAGE DATASET 

Image Database Dimension 
Training 

images 

Validation 

images 

Normal Mixed 224x224x3 500 100 

Stroke ISLES2015 224x224x3 500 100 

LGG 
BRATS2015 

224x224x3 500 100 

HGG 224x224x3 500 100 
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Fig.2. Trial brain MRI considered in this research  

B. Pre-trained Deep-Learning–Scheme 

The earlier works on the DLS confirms that the pre-
trained schemes are very efficient in attaining the better 
result on a class of image datasets [13-15]. The chief benefit 
of the pre-trained DLS is; its performance is already 
confirmed on a range of datasets and only the initial training 
is essential to implement the existing scheme for the 
considered dataset. In this scheme, pre-trained DLS such as 
VGG16, VGG19 and ResNet50 are employed and the 
essential information on these networks can be found in [21].   

The proposed DLS is implemented using MATLAB 
software and the result attained is presented in the form of 
confusion matrix. Initially, SoftMax classifier is used to 
categorize the assessment imagery into four classes and after 
getting the essential result, other techniques, such as SVM-
RBF and SVM-Cubic are implemented instead the SoftMax. 

C. Performance evaluation and Validation 

Merit of this idea is estimated based on the result attained 
in the confusion matrix. In this work, the overall 
categorization accurateness is computed to confirm the 
performance of the chosen DLS using the implemented 
classifier. In this work, 100 numbers of test images is every 
group is considered for the assessment and the finest 
outcome of the five-fold cross validation is considered for 
performance confirmation. 

IV. RESULT AND DISCUSSION 

This division of research shows the outcome achieved 
using a workstation; Intel i5 2.5GHz processor with 16GB 
RAM and 2GB VRAM set with MATLAB

®
. In this work, 

initially the proposed experiment s implemented using 
VGG16 and later, it is executed with VGG19 and ResNet50.  

The VGG16 with the SoftMax unit is initially considered 
to classify the brain MRI slices using the SoftMax classifier 
and the attained results, such as convergence and confusion 

matrix are depicted in Figure 3 and 4 respectively. The 
perfectly trained DLS helps to achieve better classification 
accuracy as depicted in Fig 3 and 4.  Form figure 3, it can be 
observed that the accuracy and loss function achieved with 
respect to number of operations are better with the VGG16 
and this scheme helped to achieve an overall accuracy of 
92% with the SoftMax classifier. Similar procedure is 
repeated with classifiers, such as SVM-RBF and SVM-Cubic 
and the corresponding result is depicted in Figure 5 and 6 
respectively. From these figures, it can be noted that the 
overall accuracy in SVM-RBF (95.8%) is better compared to 
SVM-Cubic (91%) for the multi-class classification and this 
procedure is then repeated using VGG19 and ResNet50. 

 

Fig.3. Training and testing traces achieved for VGG16 with SoftMax  

 
Fig.4. Multi-class confusion matrix result achieved for VGG16 with 
SoftMax 

The result attained with the implemented DLS for 
ISLES2015 and BRATS2015 are depicted in Table III. The 
computed accuracy for every approach is then compared 
against each other and the graphical representation of this 
comparison is presented in Figure 7. From Table III and Fig 
7; it can be noted that the VGG19 with SVM-Cubic classifier 
helped to achieve a better overall accuracy (96%) for the 
considered dataset. 
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Fig.5. Multi-class confusion matrix attained with SVM-RBF 

 
Fig.6. Multi-class confusion matrix attained with SVM-Cubic 

TABLE III.  OVERALL ACCURACY ATTAINED WTH CHOSEN 

CLASSIFIERS 

Architecture Classifier Accuracy (%) 

VGG16 

SoftMax 92.0 

SVM-RBF 95.8 

SVM-Cubic 91.0 

VGG19 

SoftMax 93.6 

SVM-RBF 94.8 

SVM-Cubic 96.0 

ResNet50 

SoftMax 90.2 

SVM-RBF 92.6 

SVM-Cubic 91.8 

In this work, the detection of the brain abnormality is 
presented using the Flair modality MRi slices and in future, 
the other modalities, like T1, T2 and T1C are to be 
considered for the assesment. Moreover, the merit of DLS 
can be improved by employing other classifiers. 

 
Fig.7. Performance evaluation of chosen classifiers  

V. CONCLUSION 

The investigation of various brain abnormalities using 
brain MRI slices of ISLES2015 and BRATS2015 is 
presented in this work. This work employs the DLS 
approaches, such as VGG16, VGG19 and ResNet50 for the 
experimental investigation. The multi-class categorization is 
then implemented using the classifiers, such as SoftMax, 
SVM-RBF and SVM-Cubic and the performance is 
computed based on the overall accuracy attained with every 
scheme. The outcome of this research confirmed that the 
overall accuracy of VGG19 with SVM-Cubic (96%) is better 
compared to other techniques. This accuracy can be 
improved in future by uniting the considered deep-features 
with handcrafted-features.  
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Abstract— Chest auscultation is a non-invasive and widely 

used tool for the detection of pulmonary disease. Though it 

is a powerful method of pulmonary function test, it relics 

challenges in different issues that bound its diagnostic 

ability. Mainly in motion artifacts, other environmental 

noise, and heart sound interference, hence contaminates 

the original content of the lung sound. This study proposes 

an adaptive threshold Empirical Mode Decomposition 

(aEMD) technique to denoise the lung sound signals thus 

improving the signal quality for the detection of 

respiratory pathologies. The proposed scheme is refined to 

offset maximum noise suppression against preserving the 

reliability of the lung sound signal. With this algorithm, 

the maximum Signal to Noise ratio (SNR) of 43.89 dB, 

Correlation Coefficient of 0.995, and minimum Root Mean 

Square Error (RMSE) of 0.00122 is achieved. Further, it 

can be implemented in real-time to assist medical experts 

doctors to make clear interpretations of the respiratory 

sound-related disorder. 

 

Keyword—Asthma, Wheeze sound, lung sound denoising, 

Empirical Mode Decomposition 

 

I. INTRODUCTION 

 

Asthma is a heterogeneous disease, usually considered 

chronic airway inflammation. Wheezing, shortness of 

breath, chest tightness, and cough that fluctuate over time 

and in intensity are the major symptoms of asthma [1]. 

The major symptom of asthma is wheezing so it becomes 

essential to analyze wheeze sound for asthma diagnosis 

[2]. Auscultation and acoustic analysis of lung sounds are 

the most important method used to diagnose lung 

abnormalities. The rapid fluctuations of gas pressure or 

the oscillations of solid tissues are the main cause for 

lung sounds [3].  Lung sounds that are recorded during 

auscultation are contaminated with heart sound (HS), 

background noise, thoracic tissues effects, and 

measurement noise [4]. Although modern stethoscopes 

can help in hearing the sounds more clearly, heart sounds 

still impede the respiratory sounds that hinder the 

potential of respiratory sound analysis [5]. Various signal 

denoising algorithms have been proposed to improve the 

performance of the diagnostic tool. M. T. Pourazad, et.al 

first locate HS segments by employing multi-resolution 

decomposition of the wavelet transform coefficients, and 

calculate the missing data via a 2D interpolation in the 

time-frequency (TF) domain [6]. Thato Tsalaile and 

Saeid Sanei used Adaptive Line Enhancement adaptive 

filters with Least-Mean Square (LMS) adaptation 

algorithm for the segregation of heart sound from lung 

sound [7]. Foad Ghaderi et.al localizes heart sound 

segments using Singular Spectrum Analysis to construct 

a data-driven filter in denoising the lung sounds [8]. 

Noman Qaid Al-Naggar used Least Mean Square (LMS) 

Algorithm for the Adaptive noise cancellation technique 

in removing of heart sound from lung sounds [9]. 

Nersisson and Mathew M. Noel proposed a superior 

adaptive noise cancellation technique based on a hybrid 

Nelder-Mead (H-NM) optimization algorithm to 

segregate heart sounds from lung sounds [10]. Vedansh 

Thakkar explained Noise Cancellation using Least Mean 

Square Algorithm [11]. Meng Fei, et.al proposed a 

wavelet de-noising algorithm for lung sound signals 

analysis. The locations of lung sound parts are observed 

by the mean values of autocorrelation coefficients. The 

noises between lung sound parts are filtered [12]. Nishi 

Shahnaj Haider et.al proposed Savitzky-Golay Filter for 

Denoising Lung Sound [13]. Recently Fei Meng et.al 

shows that noise suppression in respiratory sound signals 

was performed by modified de-noising algorithms [14]. 

Further Ashok Mondal et.al evaluated the empirical mode 

decomposition technique to localize the heart sound from 

lung sound. Also, Fast Fourier Transform (FFT) and 

inverse FFT are used to predict the missing sample and 

reconstruction of the original signal [15]. Even though 

different methods are employed in denoising lung sounds 

still there is a limitation in estimating the performance of 

a filter in signal-to-noise ratio, Correlation coefficient, 

and Root mean square error. This study proposes an 

adaptive-based Empirical Mode Decomposition 

technique to suppress unwanted noise by maintaining the 

reliability of lung sound. Further, the quality of the 

processed lung sound signal was validated quantitatively 

by considering the performance metrics parameter. 
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Section II describes Materials and Methods. Evaluation 

results are described in section III. Section IV and V 

describes the discussion and conclusion.  

 

 

II. MATERIALS AND METHOD 

 

Data Acquisition  

 

The significant part of this research is the systematic 

collection of wheeze sound samples with reliable ground 

truth. The database includes recorded wheeze sound from 

repositories like the RALE database. The lung sounds are 

recorded from elderly patients from age 45 to age 60 that 

include mild wheeze, expiratory wheeze, monophonic, 

and polyphonic wheeze sound signals. The signals are 

recorded in 32 bits with a sampling frequency of 44100 

Hz. The lung sounds are acquired at the right anterior 

region and the left posterior region of the chest. Lung 

auscultation is done in a sitting position using a single-

channel Littmann 3200 Electronic Stethoscope in .wav 

file format. As the wheezing sound is contaminated with 

heart sound (HS), environmental sounds, and 

measurement noise, denoising is a preliminary step in 

pre-processing. 

 

Implementation of adaptive threshold Empirical Mode 

Decomposition 

 

The adaptive threshold Empirical mode decomposition is 

a data-driven algorithm established by N.Huang et.al in 

the year 1996. This is the most appropriate adaptive 

algorithm offered for the time-frequency analysis of a 

signal to overcome the limitations of conventional 

techniques like Discrete Fourier Transform (DFT), Short-

Time Fourier Transform (STFT), and Wavelet Transform 

(WT). The EMD technique decomposes the complex data 

into a small number of mono-component signals called 

intrinsic mode functions (IMF) based on statistical 

properties of the signal. The length of the IMFs and the 

original signal is the same since the signal is decomposed 

in the time domain, it is known that other unwanted 

components emphasize the existence of interference in 

the signal. Thus adaptive threshold EMD technique finds 

a better solution to remove the interference from the 

signal. An IMF is chosen in two ways  

1. The number of zero-crossings must be equal to the 

number of extrema or the difference should be one in the 

whole data set. 

2. The envelope is obtained on local minima and the 

local maxima. 

The flow diagram of adaptive threshold EMD algorithm 

is shown in Fig.1. 

The extraction of IMFs through the shifting process from 

lung sound signals x(n) is summarized as follows: 

Decompose the data set into IMFs xn(t) and residue r(t), 

so that signal is represented as  

 
                                                                                     

1. Identifying all local extrema in the lung sound 

signal. 

2. The upper and lower envelope is obtained by 

connecting all the local maxima and local 

minima using the cubic spline interpolation 

technique. 

3. The local mean values of the upper and lower 

envelope ‘m1(t)’ is calculated. 

4. Calculate h1(t) by finding the difference between 

data and m1 (t). 

 
5. Check whether h1(t) is an IMF or not, if not 

assume ‘x (t)’ as ‘h1 (t)’, and repeat the steps 

(1) to (4). 

6. If h1 (t) is an IMF1 store h1 (t) as c1 (t), Subtract 

the IMF1 from input signal x (t) and obtain the 

residue r1 (t). 

                               
7. If r1 (t) is not the residue repeat the above all 

steps by treating r1 (t) as x (t) until it becomes 

the residue. 

8. The above process ends after not more than 

one extremum in the residue r (t).  

Thus we can extract the original signal using adaptive 

threshold EMD by decomposing the original signal into  

IMFs and its residue.  

 

Performance metrics 

Signal to Noise Ratio 

 

The signal-to-noise ratio (SNR) in decibels of a 

signal, is computed by taking the ratio of summation of 

squared magnitude of the filtered signal to the 

summation of squared magnitude of the noise signal or 

it is the ratio of the power of the original signal to the 

power of a noisy signal and is given by 

 

 
 

Correlation Coefficient 

 

The Correlation Coefficient (COR) is the measure of the 

similarity between two signals. The ideal value of COR 

is 1, this specifies that the reconstructed signal exactly 

replicates the original signal. The mathematical 

expression of COR is given by 
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Fig. 1.  Flow diagram of the adaptive threshold EMD algorithm 

 

Root Mean Square Error (RMSE) 

The root-mean-square error (RMSE) is used to measure 

the differences between the estimated values and the 

observed values. It is the square root of the average of 

squared errors. Here  are estimated values,  is 

observed values and n is the number of observations. 

 
 

 

 

 

 

III. RESULTS 

 

The validation of the proposed method requires a balance 

of the suppression of unwanted noise while maintaining 

the reliability of the lung sound signal. Even though 

signal processing techniques are used to enhance signal 

quality but they should not result in an altered noisy 

signal. To properly estimate the performance of the 

proposed algorithm, objective signal analyses are done. 

Several performance metrics and quality measures are 

projected in literature but it needs the true signal 

information or statistical estimate [17]. But this is not 

suitable for existing applications, since lung sound 

signals have two characteristics like it can be estimated 

over a population but each subject has unique traits that 

should be sensibly assessed. Therefore it is vital to 

suppress the noise without hampering the original content 

of the lung sound signal. The objective metrics chosen to 

evaluate the performance of the filter are the Signal to 

noise (SNR) ratio, Root Mean Square Error (RMSE), and 

Correlation Coefficient (COR). Denoising algorithm is 

implemented on different types of wheeze sounds like 

monophonic, polyphonic, mild expiratory wheeze to 

calculate the performance metrics. 

 

 
(a) 

 
(b) 

Fig. 2.  (a) Noisy wheeze sound signal  

(b) Denoised Wheeze sound signal  

 

Fig.2 (a) shows a noisy wheeze sound signal, (b) shows a 

denoised wheeze sound signal. It is clear from Fig. 2 (a) 

that noisy signals of higher amplitude are eliminated thus 

preserving the original content of wheeze sound. Fig.  3 

(a) shows the single-sided amplitude spectrum of noisy 

wheeze sound signal and Fig. 3 (b) shows the single-

sided amplitude spectrum of denoised wheeze sound 

signal. It is observed from the above figures that the 

amplitude of the noisy signal has been suppressed after 

denoising. Similarly higher frequency components have 

       Start 

Input Signal X (t) 

Finding local maxima and minima of input 
signal X (t) 

Obtain lower and upper envelope using 
interpolation technique 

Calculate local mean m1 (t) of upper and lower 
envelope 

Calculate difference 
h1(t) =X (t) - m1(t) 

 Store c1 (t) = h1 (t) 
Subtract the IMF from input signal 

r1 (t) = X (t)-c1 (t) 
Repeat the extract c2 (t), c3(t), ………cn (t) 

   End 

 Is h1 (t) = IMF? 

     Is r1 (t) the residue? 

Original signal decomposed into IMFs and a residue 

2021 IEEE Seventh International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, ICBSII 2021-25th-27thMar’21 ISBN: 978-0-7381-4471-9/21

56



been suppressed to the desired frequency. Table 1 shows 

the SNR, RMSE, and COR values are obtained from the 

proposed denoising algorithm. The SNR value varies 

from a minimum value of 19.97dB to a maximum of 

43.89 dB. It fluctuates between these two values because 

of contamination in the wheeze sound signal at the time 

of lung auscultation. RMSE values are maximum for 

subject 5 of 0.09921 and subject 6 has minimum RMSE 

values is 0.0012. COR value for subject 6 is 0.995 that 

specifies that the filtered signal replicates the original 

wheeze sound signal. The highest SNR value of 43.89 

dB, least RMSE of 0.0012, and high COR value of 

0.9921 signifies that the proposed algorithm effectively 

denoises the lung sounds. 

 
TABLE 1. PERFORMANCE METRICS OF PROPOSED 

ALGORITHM FOR LIMITED SUBJECT DATA 

 

Lung 

Sound 

signal 

Signal to Noise 

Ratio in dB 

(SNR) 

Root Mean 

Square Error 

(RMSE) 

Correlation 

Coefficient 

(COR) 

     LS1 23.22 0.06082 0.867 

LS2 19.97 0.08335 0.963 

LS3 40.39 0.00394 0.986 

LS4 37.87 0.00576 0.955 

LS5 36.85 0.09921 0.988 

LS6 43.89 0.00122 0.995 

 

Fig. 4 (a) Noisy wheeze sound signal (b) Plot of 

IMF1-IMF15. The adaptive threshold EMD algorithm 

generates IMF signal from IMF1 to IMF 15, in this 

output IMF 15 is considered as residue as there is no 

more than one extreme. Based on the IMF, the 

threshold value of the noisy signal is identified and the 

segments from lung sounds are removed without 

distorting the original content of a signal. According 

to aEMD technique the IMFs are generated from 1 to 

15. In IMF1 and IMF2 there is more number of local 

maxima and minima value. In IMF3 and IMF4 the 

extremes are certainly reduced. From IMF5 to IMF15 

the extremes are fully reduced and in final IMF15 

there is negative envelope which implies no IMF can 

be generated. IMF15 is considered as residue and it is 

a stopping criterion for an EMD technique. 

 

 

 
(a) 

 

(b) 
 

Fig. 3. (a) single-sided amplitude spectrum of noisy wheeze 
a sound signal (b) single-sided amplitude spectrum of noise free 

wheeze sound signal 
 

IV. DISCUSSION 

 

In this study, the suppression of interference from lung 

sound signals is evaluated by considering an adaptive 

empirical mode decomposition technique. In this 

technique, the original signal is split into intrinsic mode 

functions, and subsequently filtering operation is 

performed. Therefore the proposed technique is suitable 

for denoising the non-stationary and non-linear and 

signal. Many denoising techniques are available for 

noise cancellation from lung sound but still, there are 

certain drawbacks in the existing algorithm. Ziva novice 

et.al [18] proposed a quasi-periodic signal modeling for 

denoising lung sound but they attain a signal to 

deviation ratio of 13.22 dB. This was comparatively low 

as compared to the proposed algorithm. Meng Fei, et.al 

[12] proposed a wavelet-based de-noising algorithm for 

lung sound signals in which the original sounds are 

decomposed into seven layers. However, the 

challenging part of this algorithm is selecting the 

threshold values based on the optimization rule. 

Achmad Rizal et.al. proposed an EMD and Hjorth 

descriptor for denoising and classification [19].  Even 

though the author used many data the performance 

metrics is not done. Many denoising techniques have 

been used for processing lung sound signals. Even 

though they produce promising results, still there is a 

deficiency in terms of performance metrics, algorithm 

complexity, choosing several data sets for pre-

processing, and dependency of former knowledge of 

wheeze sound signal. Table 2 shows the assessment of 

the proposed method with previous work. The proposed 

algorithm gives the solution for the above limitations 

and generates the maximum Signal to Noise Ratio 

(SNR) of 43.89 dB, minimum Root Mean Square Error 

(RMSE) of 0.00122, and correlation coefficient (COR) 

of 0.995. It is observed that the proposed algorithm is 

performing effectively in denoising the lung sound 

signals. The limitations of this proposed work is that the 

identification of threshold for is done manually and in 

future this can be done automatically. 
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Fig. 4 (a) Noisy wheeze sound signal (b) Plot of IMF 1 to IMF 15 
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TABLE 2. COMPARISON WITH PREVIOUS WORK 

 
Author & 

year 
Number 
of  data 

used 

 
Filtering 

technique 

 
Limitations 

 
Evaluation  

metrics 

Zivanovic 

et.al & 
2013 

20 

Quasi 
periodic 

signal 

modeling 

Restricted 

to low 
flow rate 

SNR=13.22 dB 

Achmad 
Rizal, 

2017 

 
81 

EMD & 
Hjorth 

descriptor 

Mode 
Mixing 

problem 

- 

Meng Fei 
et.al  & 

2019 

11 

FIR BPF, 

wavelet 
filter and 

adaptive 

filter 

Selection 

of 

threshold 
is tedious 

No metrics 

Proposed 

method 

 

30 

Adaptive 

EMD 

based 

method 

- SNR=43.89 dB 

RMSE=0.00122 

COR=0.995 

 

 

V.CONCLUSION 

 

This work presents an exclusive approach in filtering 

wheeze sound signals using adaptive threshold 

empirical mode decomposition (EMD). This method 

suppresses the unwanted noise however preserving the 

reliability of lung sound signal. The proposed algorithm 

generates the maximum Signal to Noise Ratio (SNR) of 

43.89 dB, minimum Root Mean Square Error (RMSE) 

of 0.00122, and correlation coefficient (COR) of 0.995. 

By integrating the proposed method with lung sound 

acquisition protocol, this method can be extended for 

real-time implementation. The integrity of the proposed 

algorithm is adaptive and can be used in denoising non-

linear and non-stationary signals. This study is limited 

to wheeze sounds alone and promising results can be 

obtained while extending this algorithm implementation 

to all other lung sounds for better diagnosis. 
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ABSTRACT - P Wave Indices (PWI) have been proved to be a 

potential marker in determination of various heart conditions. 

This study shows the extended implications drawn from these 

indices for determination of tachycardia and encompassing 

arrhythmias. ECGs were recorded from 50 Sinus Rhythm (SR) 

and 30 Sinus Tachycardia (ST) volunteers using EDAN PC ECG 

machine at the paper speed of 25 mm/s and gain of 10 mm/mV. 

Higher P wave axis (o) and amplitude (µV) values were found in 

ST (62 ± 15.38; 73 ± 15.32) than SR (49 ± 17.90; 63 ± 7.93) and 

differed significantly between the groups with P < 0.05. P wave 

duration (ms) (SR; ST: 96 ± 9.18; 96 ± 10.01) and PR Interval 

(ms) (SR; ST: 138 ± 17.60; 135 ± 18.25) did not differ 

significantly with P > 0.05 between the groups. However, P wave 

Dispersion (PD) were higher in SR (20 ± 11.32 ms) compared to 

ST (13 ± 10.01 ms). In ST condition, higher heart rate lead to an 

increased mean P wave axis and amplitude compared to SR. 

Higher PPI variability was observed within the limits in SR.                  

PD for both the groups was within the normal limits. This study 

highlights the variation in PWI in different heart conditions. 

Further clinical analysis is needed to study the prevalence of 

Atrial Fibrillation (AF) in tachycardia conditions. 

   Keywords – Atrial fibrillation, Electrocardiogram, P wave indices, 

P wave dispersion, Sinus rhythm, Sinus tachycardia 

I. INTRODUCTION 

Electrocardiogram (ECG) is the electrical and muscular 

activity of heart representing the atrial and ventricular 

components. Atrial components include atrial depolarization, 

P wave, signifying the generation of impulse from SA node 

until both the atria depolarizes. Similarly, ventricular 

components include ventricle depolarization (QRS complex) 

and repolarization wave (T wave) representing the 

depolarization and repolarization of ventricles respectively. 

ECG provides a wide scope to understand the internal 

mechanism of heart and diagnose the diseased conditions. 

Various studies have been carried out on ventricular and atrial 

components for predetermination of diseases [1-3]. Left atrial 

abnormalities and Atrial Fibrillation (AF) can be determined 

by the variabilities observed in the P wave morphology [4-6]. 

Sinus Tachycardia (ST) is the condition of increased heart rate       

(>100 bpm) for higher cardiac output. It is the compensatory 

response of heart governed by the autonomic nervous system 

to modulate the cardiac electrophysiology and arrhythmia 

during rest, exercise or stress conditions.                                 

However, the electrocardiographic features i.e. P wave, QRS 

complex, T wave and their characteristics remain normal. As 

the sustained ventricular tachycardia leads to the 

morphological changes in ventricle components such as 

widening of QRS complex [7] similarly various studies have 

noted that persistent atrial tachycardia leads to the induction of 

severe AF [8] and respective changes in P wave morphology 

[5]. Prospective factor for the conversion of tachycardia to AF 

is the irregular tachycardia cycle length. Tachycardia leads to 

atrial dilatation in turn affecting the cardiac membrane 

potential leading to AF [9]. It is also noted that elimination of 

atrial tachycardia has decreased the occurrence of sustained 

AF from paroxysmal AF [10].  

Various studies have shown the importance of determining      

P wave characteristics associated with the prevalence of 

diseased conditions [11]. P Wave Indices (PWI) represent the 

atrial depolarization electrophysiology and morphological 

parameters such as P wave duration, amplitude, area, P wave 

axis, dispersion, terminal force. PWI have been employed to 

differentiate the diverse abnormal ECG waveforms from 

normal.  

P Wave Duration (PWD) and P wave Dispersion (PD) are the 

potential markers for various cardiac disorders [12, 13]. PWD 

is measured as the duration between the beginning of P wave 

or first time when wave crosses the isoelectric line (Pon) until  

P wave ends (Poff). PD is the difference between the longest 

and shortest PWD recorded from multiple different surface 

ECG leads [13]. Prolonged PWD and PD are the important 

predictors of AF [3]. Prolongation of PWD >120 ms signifies 

the occurrence of left atrial abnormalities [14]. A study [15] 

noted that shorter PWD is also associated with the occurrence 

of AF. Moreover, a study [16] noted that interatrial block 

patients having PWD between 110-140 ms attains Sinus 

Rhythm (SR); however, when it increases beyond 140-200 ms 

may lead to the development of AF in patients. Thus, longer 

PWD leads to the increased occurrence of prolonged diseases. 

Further, [17] noted the normal limits of PD as 29 ± 9 ms, and 

stated that higher values of PD ≥40 ms indicates the 

heterogeneous electrical activity of heart generating the              

re-entrant pathways in atria which can lead to atrial 

tachyarrhythmia especially AF. A study [11] stated the 

significance of Pon, Poff, Pk (P wave peak) for determining the   

P wave duration, amplitude, and asymmetry. P wave 

asymmetry computed as ratio between duration of P wave 
*Corresponding author: Dr. J. Sivaraman, Bio-signals and Medical 
Instrumentation Laboratory, National Institute of Technology Rourkela.                    
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terminal to the initial portion (Pter/Pini) which may indicate the 

affected chamber of atria. Parea/Pduration is another PWI stated in 

[4], where Parea calculated as the product of P peak amplitude 

* PWD, which gives the better outlook of the proportion of P 

wave variability in terms of duration and amplitude for 

different heart conditions.  

P wave axis indicates the electrical mean vector within the 

atria. Angle of the depolarization electrical vector to the ECG 

lead I determines the amplitude of the waves. Hence, during 

any abnormal conditions the deviation of P wave axis occurs 

from its normal limit (0°-75°) in turn affecting the amplitudes. 

PR Interval (PRI) is also the potential marker which represents 

the atrial APD. It includes the atrial depolarization, P wave 

and PR segment representing the delay at AV node to conduct 

the electrical impulse further to ventricles with the normal 

value within 200 ms. In contrary to PWD, short PRI is 

associated with mortality [18].  They also stated that level of 

contribution of P wave to PRI determines the prognosis of 

cardiac diseases.  

Therefore, the understanding of deviation from the normal 

limit values of PWI plays a major role for determination of 

abnormal cardiac conditions. The normal limits of PWI are 

influenced by various factors other than pathological 

conditions such as age and sex. The effect of age may lead to 

left and right axis shift within the normal limits of PWI. 

Hence, a diagnostic study inclusive of external and internal 

parameters increase the probability for clinicians to generate 

true positive and true negative. In this study, PWI such as        

P wave axis, amplitude, duration, dispersion, PP Interval (PPI) 

and PRI were evaluated in SR and ST for determining the 

variations in atrial features among groups for early detection. 

II. METHODS 

A. Study population 

ECGs were recorded from 50 SR (mean ± SD; 35 ± 18.42) 

and 30 ST (19 ± 3.93) volunteers. No SR volunteers having 

cardiovascular co-morbidity were included in this study. ST 

ECG was recorded from volunteers after physical activity and 

heart rate ≥ 100 bpm were considered in the study.  

B. Data acquisition 

EDAN PC-1010 machine was used to record ECG for limb 

leads I - aVF at the standard paper speed 25 mm/s and voltage 

gain 10 mm/mV. Further, ECGs were magnified at variable 

speed and gain for better analysis and minimizing intra and 

inter observer variability. P wave features were labelled for a 

single beat SR ECG at paper speed of 200 mm/s and 100 

mm/mV. Pon is the point when the P wave crossed the 

isoelectric line for the first positive deflection, Poff is the point 

when P wave ends and combines with the isoelectric line, Pamp 

is the point when P wave reach its maximum amplitude. 

C. Statistical analysis 

All the values are given in mean ± SD. Kolmogorov Smirnov 

test was performed to check the normality. Pearson’s 

correlation, r value, was calculated to check the correlation for 

data and 2 tailed Student’s T-test to determine the significant 

differences for unpaired data. P < 0.05 is considered as the 

level of significance. Outlier values for all the data were not 

considered in the statistical analysis to prevent the error which 

may have caused due to the intra or inter observer variability.  

III. RESULTS 

Fig. 1. represents the single beat ECG of a SR volunteer 

indicating Pon, Poff, Pamp, and Pdur as P wave features.  

 

 

 

 

 

 

 

 

 

 

Table I shows the P wave amplitude for each lead and P wave 

axis in SR and ST groups. Significant differences P < 0.05 

were found between the amplitude values of SR and ST 

volunteers. Maximum and minimum value indicates the range 

of variability for a lead and higher range was observed for SR 

volunteers. However, ST volunteers have higher mean 

amplitude and P wave axis than in SR. Fig. 2. represents the           

P wave amplitudes for all leads between the SR and ST 

groups. Higher amplitude values were noted for ST (except 

lead I) compared to SR.  

 

 

 

 

 

 

 

 

 

Fig. 1. P wave features in sinus rhythm single beat ECG.  

Fig. 2. P wave amplitudes for each lead in SR and ST groups. 
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Heart rate vs. P wave amplitude given in Fig. 3. indicates the 

positive correlation between the two variables with higher 

positive slope value for ST (r = 0.16) than in SR (r = 0.02).  

Correlation of P wave axis with P wave amplitude is shown in 

Fig. 4. for SR (r = 0.53 ) and ST (r = 0.51). Fig. 5. shows the 

heart rate varying with respect to P wave axis in SR (r = 0.21) 

and ST (r = 0.21) groups. Table II represents the temporal 

aspects of atria. Heart rate, PP interval, PD differed 

significantly between the groups, P < 0.05, however the PWD 

and PRI values did not differ significantly with P > 0.05 

between the groups.  Fig. 6. refers the heart rate vs. PWD (SR; 

ST: r = 0.09; 0.01), PD (r = -0.16; 0.43) and PRI (r = -0.19; 

0.05). It is noted that heart rate correlated well with PD in ST 

compared to SR. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

IV. DISCUSSIONS 

Various studies have shown the importance of PWI in 

detection of cardiac diseases [3,4]. These PWI represents the 

morphological and electrical features of P wave. Morphology 

of P wave is influenced by various factors: (1) Location of SA 

node which determines right atrial electric impulse vector, (2) 

structure and dimensions of both atria, (3) location of inter-

atrial conduction pathway, which determines the left atrial 

depolarization vector [5]. During disease conditions, the above 

given factors tend to modify, leading to changes in P wave 

morphology. Various studies have used PWI for the prediction 

of atrial enlargement, and AF; and found that prolonged PWD 

is a consistent potential marker [14, 19]. Tachycardia leads to 

the induction of AF [9], hence early detection of persistent or 

 

 

Measurements 

 

Limb Leads 

SR (n = 50) ST (n = 25) 

P value 
Mean SD Min; Max Mean SD Min; Max 

 

P wave 

amplitude 

(µV) 

I 60 20.64 23; 125 53 20.22 12;87 < 0.05 

II 89 34.16 17;161 111 25 63;150 < 0.05 

III 52 29.24 15;133 72 28.29 20;143 < 0.05 

aVR 71 20.61 32;142 73 23.24 5;115 < 0.05 

aVL 36 13.46 17;82 37 11.33 17;70 < 0.05 

aVF 66 31.46 15;133 91 24.90 50;145 < 0.05 

   P wave axis  

(
o
) 

- 49 17.90 5;90 62 15.38 21;90 < 0.05 

TABLE I. P WAVE AMPLITUDE AND AXIS IN SR AND ST GROUPS 

A 

B 

Fig. 3. Relationship of heart rate with P wave amplitude in (A) SR (n = 50) 

and (B) ST (n = 25). 

Fig. 4. Relationship of P wave axis with P wave amplitude in (A) SR  
(n = 50) and (B) ST (n = 25). 

A 

B 
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inappropriate ST is of significance to prevent the occurrence 

of AF. In this study, PWI were analyzed and compared among 

SR and ST. Higher P wave amplitude in ST volunteers than 

SR were noted which indicates that increase in heart rate, 

significantly increase the P wave amplitude [20]. It is also 

noted that, P wave axis is larger in ST than SR. Hence, higher 

heart rate leads to an increased P wave axis, making atrial 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

depolarization electric mean vector more parallel to lead II; 

thus, increasing the amplitude values. Moreover, higher 

variability of P amplitude is noted in SR compared to ST. It 

can be reasoned by the study [21-23] that healthy heart is 

more dynamic leading to higher heart rate variability 

compared to diseased heart. From all the recorded leads,     

lead II showed highest variable range of amplitude in SR, 

Measurements 
SR (n=50) ST (n=25)  

P value* Mean SD Min; Max Mean SD Min; Max 

Heart rate (bpm) 78 7.53 62; 90 109 4.84 100; 119 < 0.05 

PP interval (ms) 778 78.91 667; 968 550 24.08 504; 600 < 0.05 

P wave duration (ms) 96 9.18 72; 116 96 10.01 77; 119 > 0.05 

P wave dispersion (ms) 20 11.32 2; 48 13 10.01 3; 45 < 0.05 

PR interval (ms) 138 17.60 107; 181 135 18.25 101; 164 > 0.05 

A B 

Fig. 5. Variations of P wave axis with respect to heart rate in each volunteer of (A) SR and (B) ST. 

TABLE II. HEART RATE AND P WAVE FEATURES IN SR AND ST VOLUNTEERS 

B C 

D F E 

A 

Fig. 6. Correlation of heart rate with P wave duration (A, B), P wave dispersion (C, D) PR Interval (E, F) in SR and ST groups. 
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which is in consistent with [24]. In this study, different age 

group of NSR volunteers were studied and negative trend line 

was noted for P wave axis with the advancing age, which 

highlights that age has an effect on the P wave axis and 

morphology [25]. A study [26] improved the atrial ECG 

components using modified lead system to determine the P 

wave amplitude and durations in sinus rhythm. Moreover, it 

was noted that the modified placement of limb leads on human 

torso led to an increase in atrial amplitudes in par with the 

ventricular components [27] as the lead II axis is parallel to 

the electrical mean vector of atria. Hence, an optimal lead 

system to enhance the atrial components will provide detailed 

information of PWI in different heart conditions. 

ST volunteers having higher heart rate >100 bpm lead to short 

PPI, similarly for SR volunteers, having lower heart rate < 90 

bpm lead to longer PPI. Hence, heart rate and PPI are 

inversely correlated with r = -0.9. It was noted that PWD and 

PRI did not differ significantly between the groups. However, 

the minimum and maximum values have a higher range for SR 

compared to ST volunteers, indicating the high variability in 

healthy heart conditions [22]. PD for ST is lesser than the SR 

and both the values are within the 40 ms with outliers below 

48 ms for both the groups. It is noted from the previous 

studies that, PD value increases significantly in atrial 

tachycardia condition [28], however in this study, the ST 

volunteers have lesser PD may be due to the effect of 

physiological changes. Further in depth studies are needed to 

validate the lesser value of PD in ST conditions. Moreover, 

heart rate correlated strongly with PD in ST signifying the 

dependency of higher heart rhythm with PWD. 

V. CONCLUSION 

P wave indices are the clinical markers for the predisposition 

of AF and other atrial related disorders. Variability of PWI 

beyond the normal limits is of great significance in 

determining the abnormal conditions. SR and ST have been 

analyzed for P wave duration, amplitude, axis and dispersion 

to understand the physiological variabilities. Hence, a better 

diagnosis can be made for determining the pathological 

conditions with higher true positive detection. Better 

determination of the PWI requires the analysis of wider range 

of age group for future studies. 
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Abstract—This Proposed system detects the sleep disorder 
through the EEG signals using by deep learning techniques 
(Alex net, Google net) in which EEG signals are used as inputs 
to a deep convolution network to solve visual recognition tasks. 
Electroencephalograph (EEG) based on sleep stage analysis is 
helpful for detect the sleep disorder. thirty-layer CNN model is 
designed to automatically detect the sleep disorder using EEG 
signals We Obtained accuracy to received output. Obtained 
good performance even with a smaller number of normal and 
sleep disorder data sets.   

Keywords—EEG signals, Neural network, Sleep disorder, 
Alex net, Google net 

I. INTRODUCTION  
The Electroencephalogram (EEG) signals are recorded 

over the scalp using multiple numbers of electrodes to obtain 
brain electrical signals. In existing methods EEG signals are 
recorded by extracting the patterns of EEG during sleeping 
condition and analysed using discrete wavelet transform 
(DWT) [1] & [2]. Statistical parameters like variance, SD, 
Energy etc are used to calculate sub band coefficients to 
identify the sleep disorders (T.V.K.H Rao et al and Omer 
Turk et al.,). The disadvantage is the inability to detect the 
different sleep disorders and less efficient and natural [3] & 
[4]. The proposed method data sets were well trained and 
analysed by using developed algorithms to determine the 
level of success of neural networks [4] & [5]. This project 
proposed to detect the sleep disorder from EEG signals by 
using deep learning neural networks [6] & [7]. 

The aim of our proposed system is to detect the sleep 
disorder from the ElectroEncephalogram (EEG) using Deep 
learning neural networks [8], [9] & [10]. By Alex Net, 
Google Net [11] & [12]. In existing methods detection of 
difference in sleep disorders was not possible and few 
existing methods are very less efficient and natural [13] & 
[14]. In the proposed method we use 3 types of disorder e.g. 
epilepsy normal EEG signals, sleep disorder. Detected by 
using 2 different types of architecture which each has more 
than 7 hidden layers [15], [16] & [17]. We compare 
theoretical parameters of all the architecture involved and 
detect the sleep disorders which belong to data sets [18], [19] 
& [20]. Data augmentation is used in order to avoid 
overfitting [21], [22] & [23].  In future this processed method 
will be used as the hardware technique [24] & [25]. In the 
EEG machine, MATLAB software is installed, which 

automatically detects the type of disorder the patient is 
suffering [26], [27]  & [28]. 

 

 
 

Figure.1 Proposed system main block diagram 

 

 
Figure.1 Google net architecture 

 

1.1 PREPROCESSING: 
 
Google Net Graph and Confusion Matrix: 
1) Google Net Graph: 
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Fig.3. Google Net Training progress-(5,5) 

 
When the maximam epoch size :5 and maximum 

epoch:5. Figure 3 shows that  accuracy level of Google Net 
is 86.67%.  

Confusion Matrix: 

Table 1 Confusion Matrix-(5,5) 

 
The Table 1 shows confusion matrix for epilepsy,normal 

EEG, sleep disorder for epilepsy it shows 5,normal EEG it 
shows 5,sleep disoreder it shows 3. 

 

RESULT AND DISCUSSION 
 

The objective of the proposed method is to detect the 
respective disorder of the given input data between different 
sleep disorders [29], [30] & [31]. The sleep disorder through 
the EEG signals were analysed using AlexNet and Google 
Net architectures. Finally we conclude that AlexNet  has 
high accuracy [32]. 

 

 

 
Figure 3 Alex Net signal plot 
 

 
 
Figure. 4 Alex Net scalogram 
 

 
 
Figure. 5 Alex Net Training Progress 
 
Confusion matrix: 
 
Table 2 Confusion Matrix 

 
The Table 2 shows confusion matrix for epilepsy,normal 
EEG, sleep disorder for epilepsy it shows 5,normal EEG it 
shows 2,sleep disorder it shows 5. 
 
This method has two architectures Alex Net , Google Net to 
train the data and detect the sleep disorder  using EEG 
signals. This processed method will be used to diagnose the 
sleep disorder. 
 

Max epoch 
size:5 Max 
epoch:5 

Epilepsy  Normal  Sleep 
disorder 

Epilepsy  5 0 0 
Normal  0 5 2 

Sleep disorder 0 0 3 

Max epoch 
size:5 
Max 
epoch:10 

Epilepsy  Normal  Sleep 
disorder 

Epilepsy  5 0 0 

Normal  3 2 0 

Sleep 
disorder 

0 0 5 
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SUMMARY AND CONCLUSION 
 
In this project, the attempts to detect the sleep disorder by 
using EEG signals with deep learning neural networks . For 
this purpose, the database and real time data collected from 
the hospital. This data was taken as standard data for healthy 
subjects and particular sleep disorders. The architecture of 
Alex Net and Google Net was used to predict the sleep 
disorder by using EEG signals.We described our work in 
predictive modelling in sleep disorder using a deep learning 
convolutional neural network (CNN). 
 
Evidently Alex Net performs better than Google Net as deep 
learning method detection of sleep disorder. The level of 
AlexNet accuracy is 93.33%.  
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Abstract— Myoelectric pattern recognition is an important 

technique in the design of prosthetic devices. The two 

important parameters in the working of the myoelectric 

pattern recognition technique are feature extraction and 

feature ranking. The computation of excess feature extraction 

results in redundancy. In this study; 12 time domain features 

were extracted. To optimize the number of features for the 

classification of phases of pick and place task, a ReliefF feature 

ranking algorithm is used. The subjectwise classification was 

performed using the k-NN classifier. From the classification 

outcomes; the evaluation of the features was performed using 5 

levels effective chart. It was found that Auto Regressive 

coefficient and Willison Amplitude were the most effective 

features, followed by the Waveform Length, Root Mean 

Square and Myopulse Percentage Rate. The tabulation of 

features in the designed chart will ease the processing time and 

procedure in the design of the myoelectric pattern recognition 

process. 

Keywords—Electromyography, Feature extraction, Feature 

selection, ReliefF  

I. INTRODUCTION  

Myoelectric pattern recognition (MPR) technique plays a 

pivotal role in the design of assistive devices to mimic the 

functionalities of the natural limb [1]. Myoelectric 

Prosthetic devices are one such assistive devices used for 

upper limb amputations. The advantage associated with the 

MPR technique is its ability to compile a large amount of 

information and process it to perform different activities of 

daily living.  

The MPR techniques use electrical signals from the human 

muscles by the technique called Electromyography (EMGs) 

[2]. These signals are used as the inputs for processes 

involved in the MPR. The MPR technique is a compilation 

of a number of sub-processes. These sub-processes include 

feature extraction, feature selection, feature ranking and 

classification [3]. 

The feature extraction converts raw EMG data acquired 

from the muscles to useful information by mathematical 

computation [4]. The features extracted are classed into 3 

sections: time domain features, frequency domain features 

and time frequency domain features [3]. Different 

researchers have computed different features for the 

extraction of useful information. Usually; authors prefer to 

use time domain features for the MPR process for upper 

limb devices [5]–[7]. The feature selection and feature 

ranking processes are the algorithm processes required for 

the selection of the optimal features from the various 

features computed in a study [8], [9]. This allows reduced 

processing in the designed algorithm. Lastly; the selected 

features are used as the inputs for the classification process. 

The classification processes use different outputs such as 

hand gesture classification, grip force classification and 

grasp type classification [10]–[12].  

Previous studies have largely focused on the feature 

extraction and classification processes in the MPR 

techniques [12]–[14]. One of the reasons is that these 

processes play a pivotal role in real time processing. 

However; the feature selection and feature ranking process 

is also an essential process, especially to identify redundant 

features. Among the two processes; the feature ranking 

process is a relatively lesser used technique. However; in 

recent studies, it has been found the feature ranking 

demonstrates a clear perspective in the feature selection 

process. One such technique is the ReliefF technique [15]. 

This technique is previously used in the feature ranking 

process for the electroencephalography technique [16].  

In this study; the application of ReliefF has been evaluated 

for the feature selection process. The ranked features are 

used for the classification of different phases of the pick and 

place task. The different phases of this task are defined as 

the reach-to-grasp phase, grasping phase and reaching away 

phase. For classification; different classification schemes 

have been used in previous studies. This includes linear 

discriminant analysis, neural networking, support vector 

machines and k-nearest neighbors, etc. [17], [18]. In this 

study; k-NN has been used as a classifier owing to its high 

recognition rate in the previous studies [17], [19].  

The following sections of the study are designed as follows: 

Section 2 details the experimental details and methods used 

in the study with the analysis procedure has been 

incorporated in section 3. The results have been discussed in 

Section 4, followed by the discussion in Section 5. Lastly; 

the conclusion has been made in Section 6. 

II. EXPERIMENT AND METHODS 

The EMG signals were acquired from 2 muscles of the 

forearm. These muscles were: flexor carpi radialis and 

extensor carpi radialis. The recordings were performed 

using bipolar electrodes (M/s Biometrics Ltd., UK) 
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positioned according to the Surface Electromyography for 

the Non-Invasive Assessment of Muscles (SENIAM). The 

ground electrode was positioned behind the earlobe. The 

sampling rate of the EMG DAQ was 1024Hz. The recording 

was performed using a Datalink (Biometric Ltd.) software 

as shown in Fig. 1.  

 
Fig. 1: Sample EMG Recording during Pick and Place task. 

A preliminary experiment was performed for the pick and 

place task. 4 able-bodied, right-handed, male subjects were 

asked to perform a simple pick and place task. Before the 

experiment; all subjects were asked to sign a written 

consent.  

During the experiment; the subjects were seated on an 

adjustable chair. The subjects were asked to grasp and lift a 

gripper. The gripper was designed such that it was capable 

to detect the fingertip grasping force for different levels of 

weights. The sampling rate of the gripper was 90Hz. The 

span of the task was 12-15 seconds. The subjects were asked 

to make multiple repetitions of the task.  

III. ANALYSIS 

On the basis of the EMG data and force data acquired 

during the pick and place activity; the whole span was 

divided into 3 phases. The division of the phases was 

decided by detecting the changes in gripper force. The end 

of reach to grasp and start of grasping phase was detected 

based on any increment in force from zero value. Similarly; 

when the hand was removed from the gripper after the grasp 

and lift gesture; the force value changed to zero, indicating 

the start of phase 3.  

The raw EMG data was subjected to pattern recognition 

processing. The pattern recognition in this study involved 

data segmentation, feature extraction, feature ranking and 

classification. The overlapped data segmentation was 

performed for a segment length of 250 ms and an overlap of 

150ms. For each segment; different time domain features 

were extracted. These time domain features and their 

definitions in this study are listed in Table 1.  

The feature extracted from the EMG signals were then up-

sampled to equate the data points of EMG and force signals. 

For the feature ranking of different features; a relatively new 

technique, called ReliefF is used. The ReliefF technique is a 

statistical technique which computes statistical values in 

terms of weights [20]. This algorithm computes feature 

weights for all the feature values. The range of these 

weights varies from -1 to +1. The features with a weight 

value closer to +1 are selected as the ones with better  

TABLE 1: List of features used in this study. 

S. 

No. 

Features Definition 

1. Auto-Regressive 
Coefficient (AR)  

Auto Regressive coefficients are 
computed using a prediction model in 

which the EMG sample is considered as 

a combination of previous signals and 
errors. 

2. Waveform Length 

(WL)[21] 

WL is related to the fluctuations of a 

signal when the muscle is active. . 

3. Mean Absolute 
Value (MAV) [21] 

MAV is an estimate of the standard 
deviation of the signal and is often used 

for proportional control of prostheses. 

4. Root Mean Square 
(RMS)[3] 

RMS is the quadratic mean of the signal  

5. Modified Mean 

Absolute Value 

(Mod MAV) [21] 

Mod MAV is an extension of MAV, 

where a Hanning window is applied to 

the signal to improve the robustness of 

the feature. 

6. Willison 

amplitude 
(WAMP)[3] 

WAMP estimates the number of active 

motor units, which is an indicator of the 
level of muscle contraction. 

7. Myopulse 

percentage rate 

(MPR)  

MPR is calculated from the average 

value of myopulse output. 

8. Slope Sign Index 

(SSI) [21] 

SSI is defined as the number of times 

that the slope of the EMG waveform 

changes sign within an analysis window.  

9. Histogram (HIST) 

[22] 

This feature provides information about 

the frequency with which the EMG 

signal reaches various amplitudes. 

10. Variance (VAR) 
[22] 

The Variance of EMG expresses the 
power of the EMG signal as a useable 

feature. 

11. Integrated EMG 

(Int EMG) [3] 

Integrated EMG features is defined as 

the area under the curve from the 

absolute values of EMG signals. 

12. Difference of 

mean absolute 
value (Diff MAV) 

[21] 

It is defined as the difference of two 

mean absolute values. 

TABLE 2: List of features ranked on the basis of ReliefF for each Subject. 

  Subject 1 Subject 2 Subject 3 Subject 4 

F
ea

tu
re

s 

AR AR AR AR 

RMS WAMP WAMP WAMP 

WAMP RMS MPR SSI 

MPR Int EMG Int EMG MPR 

SSI WL WL VAR 

HIST Mod MAV RMS WL 

MAV SSI Mod MAV Mod MAV 

WL VAR SSI Int EMG 

VAR MPR VAR RMS 

VAR HIST HIST HIST 

Int EMG MAV MAV Diff. MAV 

Diff. MAV Diff. MAV Diff. MAV MAV 
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influence than a feature with a lesser weight value. In this 

way; different features extracted are ranked. In this study; 

subject-specific feature ranking is calculated. The ranking 

for different subjects is listed in Table 2.  

The final step of the whole process was classification. The 

ranked features were subjected to the classification process 

by using the k-NN classifier. K-NN classifier uses 

Euclidean distance as a measure relative to the nearest 

neighbors for the assignment of an event in a given class [1]. 

  

a)  b)  

  

c)  d)  

Fig. 2: Classification Accuracy of 4 subjects with different feature sets as input. A) Subject 1 Classification for different Feature Combinations; b) 
Subject 2 Classification for different Feature Combinations; c) Subject 3 Classification for different Feature Combinations; d) Subject 4 Classification for 

different Feature Combinations. 

The k value in this study was assigned as the 5 to ensure a 

better likelihood of the classification of the features. The 

classification was a subject-specific process. The 

classification was performed for feature sets designed on the 

basis of the ranks. For each subject; the first classification 

was performed by using the highest ranked feature as the 
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input. For the next classification; the 2nd ranked feature was 

added to the top ranked feature as the input. In this way; 

sequential classification was performed for different feature 

combinations designed on the basis of the rank of the 

features. Thus; for each step of the classification; 2 feature 

sets were added as the input for the classification of the 

phases. The classification process was performed with 5 

cross fold validation.  

IV. RESULTS 

The classification outcomes by using different feature sets 
for each subject are shown in Fig. 2. The highest 
classification accuracy achieved by using different feature 
sets was 89.4 for subject 1. This classification accuracy was 
obtained for a feature set of AR, RMS, WAMP, MPR and 
SSI. Similarly; the highest classification accuracy achieved 
for subject 2, subject 3 and subject 4 were found 81.30%, 
86.10% and 75.4% respectively. 

V. DISCUSSION 

The feature ranking process using the ReliefF technique 

helped us to select optimal feature combinations. The 

feature sets for which the highest classification accuracy 

was achieved in 4 subject cases are shown in Table 3. The 

selection of feature set was dependent on the fact that the 

classification accuracy must have increased by at least 0.5% 

when a new features are added to the previous feature set.  

Table 3: Optimal Feature Sets obtained for different subjects and their 

classification accuracy 

Subject 

Number Optimal Feature Set  

Classification 

Accuracy 

Subject 1 
AR+RMS+WAMP+MPR+SSI 89.40% 

Subject 2 
AR+WAMP+RMS+Int EMG+WL 81.60% 

Subject 3 AR+WAMP+MPR+Int 

EMG+WL+RMS 
86.10% 

Subject 4 
AR+WAMP+SSI+MPR+VAR+WL 

+ Mod MAV 
75.40% 

For instance; the highest classification accuracy was found 

to be 81.9%. However; the optimal feature set shown in 

Table 3 resulted in classification accuracy 81.6%. The 

selection of the feature set was based on the fact the 

increment in classification accuracy must be sufficient 

enough to make conclusive outcomes. The result shown 

suggests that the AR coefficient feature and Willison 

Amplitude features were part of the feature set in all cases. 

Thus; these features were found to be important features in 

detecting 3 different phases of the pick and place task. 

Another set of features such as WL, RMS and MPR were 

found to be the part optimal feature set in cases of 3 

subjects. This group of features is also expected to improve 

the classification accuracy. The influential role of these 

features in obtaining better classification accuracy of the 

upper limb activities can be confirmed from the previous 

studies as well [13]. 

Thus; on the basis of the information of the optimal feature 

sets; the 5 levels effective chart is drawn for different 

features. This designates the importance of different 

features. The features which were repetitive for all the 

subjects were club as extremely effective features while 

features that were not the part of optimal feature set were 

clubbed as not-effective features shown in Table 4. Thus; it 

is found that features such as MAV, HIST and Diff MAV 

were found ineffective on the basis of the chart. 

Table 4: Classes assigned for different features based on different optimal 
feature sets 

 Extremely 

Effective 

Very 

Effective 

Moderately 

Effective 

Slightly 

Effective 

Not 

Effective 

F
ea

tu
re

s 

AR RMS SSI VAR MAV 

WAMP MPR Int EMG Mod 
MAV 

HIST 

 WL   Diff 

MAV 

VI. CONCLUSION 

This study helped us to obtain high classification accuracy 

for the selection of the phases. The classification accuracy 

was achieved using a feature set obtained by the feature 

ranking process by the ReliefF algorithm.  

With the optimal feature sets obtained, a 5 level 

effectiveness chart is designed, in which AR coefficient and 

WAMP were found as the most effective features, followed 

by RMS, MPR and WL. In the future; the conclusions 

drawn from this study will be validated by using the 

importance of the feature sets. Besides this; this study 

included data of two muscles of the forearm. To improve the 

classification accuracy; more number of muscles can be 

selected for EMG data acquisition.  
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Abstract —Deep Learning is a revolutionary technology that 

has the potential to enhance the health care industry. Deep 

Learning interprets enormous numbers of unstructured data that 

humans would typically take decades to comprehend and 

process.  This article discusses how Deep Learning is applied to 

predict different types of sleep disorders. It compares the various 

approaches made by different researchers, including the signals 

used, different algorithms, processing techniques, as well as their 

advantages and drawbacks. Sleep is an essential component. It is 

as much important as food, drinking and respiring, necessary for 

the normal physical and mental health maintenance. A multitude 

of serious medical conditions such as heart failure and diabetes 

have been linked to sleep deprivation and excessive sleep. As a 

result, it is important to monitor sleep using more feasible 

methods, in order to diagnose and distinguish sleep disorders. 

While there are several difficulties ahead, self-monitoring the 

sleeping routine could help to resolve this issue. 

Keywords—Deep Learning, predictive analysis, sleep disorders, 

mental health. 

I. INTRODUCTION 

Sleep is a significant determinant of mental wellbeing and 
happiness. Troubled sleep is a common complaint all over the 
world. According to the American Sleep Association (AMA), 
sleep disorders affect 50 to 70 million adults in the United States 
of America [1]. Insomnia, sleep apnea, restless legs syndrome, 
and narcolepsy are the widely known forms of sleep disorders. 
The most predominant manners of sleep are Rapid Eye 
movement (REM), sleep and Non-REM sleep. REM sleep first 
begins about one and a half hours after falling asleep. The eyes 
switch rapidly behind shut eyelids from side to side. The 
respiration is quicker; the pulse and heart rate rise to waking 
levels. Most of the dreams take place during REM sleep, while 
some could occur in Non-REM sleep too [2]. The body passes 
through all stages of Non-REM sleep before entering into the 
REM. Each of the stage lasts for 5-15 minutes. 

The individual would be either awake or in a state of very 
light sleep at the beginning of Non-REM [3] sleep. The second 
stage is marked by a deeper sleep, where the body’s temperature 
and pulse rate decreases. Slow wave sleep, also known as delta 
sleep, is the third cycle. While the muscles are relaxed, the flow 
of blood to the muscles increases, and the body restores and 
builds up tissues. Hormones are released, and energy is 
recharged [4]. 

An individual having difficulty in sleeping is said to have 
insomnia. Frequent nocturnal awakenings or extended period of 
wakefulness, prolonged sleep latency are taken as the evidences 
of insomnia [5]. Sleep apnea is an under-diagnosed illness, with 
a lot of negative outcomes on patient’s prosperity and wellbeing 
[6]. Daytime drowsiness, loud wheezing, and restlessness are the 
outcomes of sleep apnea. Polysomnography (PSG) is used to 
identify sleep apnea. Sleep apnea, if left untreated, might cause 
high blood pressure, depression, heart failure, and possibly 
death. [7]. Restless Leg Syndrome (RLS) is a neurological 
condition that is most prominent in women and older adults. It 
is mostly associated with pregnancy, Uremia and Iron 
deficiency. The clinical observation of RLS [8] follows a pattern 
which is similar to the cardiac rhythm and Periodic Limb 
Movements [9]. Narcolepsy is a chronic sleep disorder which 
results in excess daytime sleepiness. There are two distinct 
groups, Type-1 narcolepsy accompanies an unforeseen loss of 
muscle tone that causes shortcoming and makes you incapable 
to control your muscles (cataplexy), and Type-2 narcolepsy is 
without cataplexy [10]. Artificial intelligence could significantly 
improve sleep research; improve advance disorder diagnosis and 
treatments. It could provide high-precision outcomes and offer 
personalized monitoring and care [11]. 

II. RELATED WORK 

Jarchi [12] and colleagues proposed a Deep Learning algorithm 
for detecting sleep disorders. The study examines respiratory 
and movement-related sleep disturbances using ECG and EMG 
signals. To extract the features from the ECG, signal processing 
techniques are used. The derived features from ECG and EMG 
signals are integrated into a Deep Learning architecture using 
Synchro-squeezed Wavelet Transform (SSWT). The dataset 
contains records from 40 subjects, with ten of each type of 
subject: healthy subjects, Restless Leg Syndrome (RLS) 
subjects, OSA subjects, and both RLS and OSA subjects. The 
efficiency of various algorithms is measured, and a mean 
accuracy of 72 percent is achieved. The research also seeks to 
involve a wider range of biosignals. 

Yadollahi [13] et al. designed a tracheal movement-based Deep 
Learning model for estimating sleep apnea. In addition to PSG, 
a wearable device mounted over the subject's suprasternal notch 
records tracheal movements and could be used to detect sleep 
apnea. This study, which was conducted at Toronto Sleep 
Laboratory in Canada, included 69 participants. To determine 

2021 IEEE Seventh International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, ICBSII 2021-25th-27thMar’21 ISBN: 978-0-7381-4471-9/21

75

mailto:hepsiba@karunya.edu
mailto:janepreetha@karunya.edu
mailto:vijayanand@karunya.edu


the events and compute the Apnea Hypopnea Index, supervised 
Deep Learning classifiers are developed and applied. The 
accuracy of the proposed was 84 percent. In future, the research 
plans to use this approach in home-based monitoring systems.  

Lee [14] devised a Deep Learning method for detecting sleep 
apnea by analysing ECG data. The six Deep Learning 
approaches used are Deep Neural Network (DNN), One 
Dimensional (1D) CNN, Two Dimensional (2D) CNN, RNN, 
LSTM, and GRU. The PSG dataset from 86 patients is used, and 
63,441 events from 69 subjects were used for training phase and 
11,670 events from 17 subjects were used for testing phase. The 
efficiency of 1D CNN and GRU was found to be superior to that 
of other algorithms. They are suitable for automatic 
identification using ECG and other physiological time series 
signals. Limitations such as a distorted ECG signal and a limited 
number of data samples could be solved. 

Applying Deep Learning methods, Hafezi et al [15] 
demonstrated the severity of sleep apnea from respiratory 
associated swings. A lightweight, energy- and cost-efficient 
portable accelerometer-based Wearable monitoring system 
mounted to the trachea is used to estimate sleep apnea. The 
gestures are captured. A Deep Learning model is designed to 
extract features from respiration, and to determine the Apnea 
Hypopnea Index (AHI), which is the standard indicator for sleep 
apnea. It is then compared to the gold standard, 
polysomnography. Three Deep Learning models are used; 
Convolutional Neural Network (CNN), Recurrent Neural 
Network (RNN) with long short term memory (LSTM), and 
CNN+LSTM and their performances are compared.  The 
CNN+LSTM architecture outperformed other models due to its 
strong association with PSG-derived AHI values. A few 
drawbacks, such as an unbalanced dataset, poor accelerometer 
signal quality, and spikes triggered by movement, could be 
overcome. 

The implementation of Deep Learning for the purpose of 
applying facial depth to diagnose obstructive sleep apnea (OSA) 
was postulated by Islam et al.[16].  In comparison to a 2D colour 
picture, the depth map of human facial scans provides additional 
information about facial morphology. The subjects who went to 
Genesis Sleep care provided the 3D scans and sleep data. The 
ECU Human Research Ethics Committee approved this study, 
which included 39 males and 30 females. For transfer learning 
and facial recognition, they used VGG Face, Pose aware model 
(PAMs) VGG19 model, and PAMs-Alex model. Among the 
models, VGG Face performed the best by delivering an accuracy 
of around 69 percent. Further, the study aims to employ this 
model on larger datasets.  

Kim et al. [17] used Deep Learning to build an interactive 
method for diagnosing sleep disorders. The EOG signal, which 
is an estimation of electrical activity in the eye to indicate sleep 
disturbances, is utilized in the study. Wake status, sleep status 
(from S1 to S4), and REM are the six scores used to diagnose 
the disorders. The physionet cap sleep database is used for 
analysis. Advanced Deep Learning methods are used to 
determine GRU in this automated model of sleep disorder 
prediction. Its immersive process of gathering input from 
doctors and practitioners also allows for the correction of errors 
and increased prediction accuracy. 

A Deep Learning approach on insomnia Diagnosis was done 
by Shahin et al. [18]. At the Interdisciplinary Sleep Center of 
Charité University Hospital in Berlin, data from 41 controls and 
42 insomnia patients were approved for PSG assessment. Deep 
Learning is applied to separate insomnia subjects from controls 
with no sleep problems using 57 extracted EEG attributes from 
two EEG passages. Stage based and stage independent EEG data 
obtained from insomnia influenced sleep stage and normal sleep 
respectively. The classifiers DNN and DNN-HMM were used.   
The findings demonstrated that Deep Learning would benefit in 
the diagnosis of insomnia. 

Pathinarupothi [19] et al. adopted Deep Learning techniques 
to estimate the sleep apnea extremity using instantaneous heart 
rate (IHR). IHR is the equivalent of each minute's inter-beat 
time. The Deep Learning method LSTM-RNN (Long short term 
memory recurrent neural network) is used. Computing in 
cardiology sleep apnea challenge is taken as database.It is 
comprised of 8-hour ECG readings collected from 35 sleep 
apnea patients. A physionet toolkit converts ECG data into 
equivalent IHR readings. The findings show that the IHR 
function, which has a strong feature length, feature selection, 
and the intellectual capacity of LSTM+RNN to spot out high-
dimensional patterns, could detect sleep apnea with exceptional 
precision. 

Applying Deep Learning architecture, Xia [20] et al. 
conducted an EOG-based sleep analysis. This research examines 
at 20 people who are between the ages of 25 and 34. The sleep 
phases are classified using a Deep Belief Network (DBN) and a 
combination of DBN and Hidden Markov's Model (HMM). 
Among the two, DBN-HMM surpassed the other, achieving an 
accuracy of 83.3 percent. Future studies would focus on 
extracting features in the time domain along with combining 
EOG signals with other signals to better distinguish between 
different sleep stages. 

Giri [21] used EOG, EEG, and EMG signals to classify sleep 
phases. The data was collected from physionet, and it was from 
a single night of sleep monitoring. Various processing 
techniques are used in the analysis, including the relative power 
feature extraction method, median, standard deviation, 
correlation, kurtosis, and correlation. Different classifiers are 
used, including SVM, Neural Networks, Classification Tree, 
KNN, and Naive Bayes. The best performing algorithm among 
them is the neural network, which has a high accuracy score and 
a short computation time. Future research will concentrate on 
using more complex neural network architecture, such as CNN. 

Tan [22] et al. developed a Deep Learning framework that 
could detect sleep spindles. The EEG signals of 30 young people 
aged 20 to 23 are studied. The crowdsourcing method is used to 
identify sleep spindles from EEG samples. The Deep Belief 
Network's efficiency is compared to that of other classifiers such 
as Decision Tree, KNN, and SVM. While all of the classifiers 
did better, DBN outperformed the others by a factor of three. 
Prior applying for clinical supervision, the study should be 
tested on a wider population. 
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TABLE I 

KEY FINDINGS AND INTERPRETATION 

 

  

S.No Author(s) Signals used Algorithms 

used 

Processing 

Techniques 

Advantages Disadvantages 

1 Jarchi [12] et 

al. 

(2020) 

ECG and EMG Multilayer 

Perceptron, 

SVM, LSVM, 

Random 

Forest, KNN, 

XGB and 

Autokeras 

SSWT Transform Accurate and reliable. Lacks wider range of bio-

signals. 

2 Yadollahi 

[13] et al. 

(2020) 

Tracheal movements CNN+LSTM+

Fully 

connected 

Layer 

Band pass Filter Convenient, high 

precision and reliable 

model. 

The study was performed 

in a controlled 

environment. 

3 Lee[14] et al. 

(2019) 

ECG DNN, 1D 

CNN, 2D 

CNN,RNN, 

LSTM, and 

GRU 

FIR bandpass filter Automatic detection 

of Sleep Apnea events 

Lack of elaborated study 

of Sleep Apnea.  

4 Hafezi[15] et 

al. (2019) 

Accelerometer-based 

portable 

system for recording 

tracheal movements. 

 

 

CNN, 

RNN+LSTM,  

CNN+LSTM 

Butterworth 

bandpass filter 

Increased accuracy 

and robustness. 

Imbalanced dataset and 

movement artifacts. 

5 Islam[16] et 

al. 

(2018) 

Depth map of human 

facial scans 

VGG 

Face, PAMs-

VGG19 and 

PAMs-AlexNet 

Image processing 

is done in Artec 

studio and 

Meshlab. 

Identifies sleep apnea 

by just scanning the 

face. 

Working on limited 

dataset is seen as an 

drawback. 

6 Kim[17] et 

al. (2018) 

EOG GRU T hour-long 

window is shifted 

as by T/10 

hours 

Automatic and less 

time consuming. 

The model misinterprets 

and is unreliable 

7 Shahin[18] 

et al. (2017) 

EEG DNN, DNN-

HMM 

Butterworth Filters A deeper perception 

of insomnia's severity 

Lacked scope of other 

sleep disorders 

8 Pathinarupo

thi[19]et al. 

(2017) 

Instantaneous heart 

rate 

LSTM-RNN ECG signals are 

converted to IHR 

by using scikit-

learn library 

operations. 

 

Large-scale and 

economic sleep apnea 

detection is possible. 

The framework has not 

yet been applied in 

hospitals. 

9 Xia [20] et 

al. (2015) 

EOG DBN and 

DBN-HMM 

DBN extracts 

features by itself. 

Time-saving and 

higher-scoring 

results. 

Failed to effectively 

distinguish other sleep 

stages. 

10 Giri 

[21](2015) 

EOG, EMG, EEG SVM, Neural 

Network, 

KNN, 

classification 

trees and Naïve 

Bayes 

Relative power 

feature extraction 

method. 

Good performance 

and efficiency. 

The classifiers are unfit to 

automatically retrieve 

potential features. 

11 Tan [22] et 

al. (2015) 

EEG Decision Tree, 

KNN, SVM, 

and DBN 

Power 

spectrum density 

Potential capacity to 

learn the sleep 

spindle's raw inner 

characteristics. 

Study has be evaluated 

with wider range of 

population. 
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III. DEEP LEARNING METHODS 

Deep Learning [23] is a branch of Machine Learning that 
knows, forecasts, and categorizes data from unsupervised 
sources. Data scientists who are entrusted with gathering, 
processing, and deciphering vast volumes of data will find Deep 
Learning to be incredibly useful; it makes the process much 
quicker and simpler. Deep Learning networks have several 
layers,[26] which adds more parameters and makes it easier to 
perform more complex functions.  The description of some of 
the most common Deep Learning algorithms is done. 

A. Convolutional Neural Network 

Convolution Neural Network performs the task of image 
classification, recognition of images, object detection etc. The 
CNN[24] model first trains and test the image one by one then 
send it through multiple convolution layers with kernels then to 
pooling process. From there it passes through fully connected 
layers and softmax function is applied to classify the image 
between 0 and 1 probabilistic values. The convolutional layer 
splits the image into h×w×d. Reduction of excess parameters in 
an image is done by pooling layer. The matrix is converted to a 
vector and fed to a completely connected layer, where the 
features are combined to construct a model, and the output is 
classified using the softmax activation function. In [14] 1D and 
2D CNN models were used to automatically predict sleep apnea. 
1D model had 3 kernels of the sizes 50 × 1, 30×1 and 10 ×1 with 
1 ×2 pooling layer. 2D CNN model had 50 × 2, 30 × 2 and 10 × 
2 kernels with 2 × 2 max pooling regions and an extra 
convolutional layer than 1 D model. 

B. Recurrent Neural Network 

Recurrent Neural Network [25] recollects the things which 
they have learnt from previous inputs, and also they remember 
things that they learn during the training. RNN’s are capable of 
taking in more than one input and producing one or more 
outputs. They are not only influenced by input weights applied 
on them but also by hidden state vectors which represents 
previous inputs and outputs. RNN is appropriate for sequential 
data and proved to be efficient for time series as it has good 
memory as well. LSTM and GRU models were used within 
RNN in [14]. Three layers of RNN with 60, 80, and 120 memory 
cells were used in each LSTM and GRU. This model is 
recognized as an effective model for automatic identification of 
sleep apnea. 

C. LSTM 

Long Short Term Memory (LSTM) is a type of RNN [29]. It 
consists of Feedback network. It is restricted from processing 
single data points (such as images), rather it processes sequence 
of data such as video or speech. The unit of LSTM consists of 
the following, a cell, input gate, output gate and forget gate. The 
progression of data in the cell is monitored by gates, and the cell 
recollects the details over time. By inserting memory blocks in 
the recurrent hidden layer, the LSTM model is used to solve the 
problem of vanishing and bursting gradient in [19]. This 3-layer 
LSTM architecture consists of 61 input-layer neurons, two cell-

hidden-layer memory blocks and two neurons depicting 2 
groups in the output-layer. 

D. GRU 

Gated Recurrent Unit (GRU)[26] is a gating mechanism 
which is more like LSTM but lacks a few parameters like output 
gate. GRU solves the vanishing gradient problem. It possesses 
two gates, an update gate and a reset gate, that determines what 
data should be sent to the output. They are best suited for 
filtering inappropriate information in prediction, and in storing 
prolonged information. They could perform skillfully well in 
complex situations with careful training. In [14] GRU is 
employed in minimizing the number of calculations per training 
period. It gave a robust performance and found to be an suitable 
model for automatic detection of SA from ECG signals. 

IV. PROPOSED APPROACH 

In the existing studies, a patch had been placed over the 

suprasternalnotch. It records the neck and respiratory 

movements and identifies the possibilities of sleep apnea. The 

patch has a 3D accelerometer to record the movements in X, Y 

and Z dimension. Although the above said method achieved 

high accuracy in estimating AHI, the size of the patch seems to 

be inconvenient, and may cause hindrance to the subject.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1. Proposed Approach 

 

Instead of conventional sensors, we put forth the idea of using 

MEMS sensor. MEMS sensor are tiny, less power consuming 
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and more sensitive to variations. The application of Tri-Axial 

Piezoelectric MEMS sensor could possibly enhance the quality 

of signal acquisition with reduced artifacts [28]. It has a total of 

16 distributed sensing elements in 7 × 3.5 mm area cross 

section. This model would offer high sensitivity and linearity 

compared to the traditional accelerometer sensor. The acquired 

movements are stored as a time-series data. It is then processed, 

and necessary morphological features are extracted. The robust 

Deep Learning algorithm, Recurrent Neural Network is applied 

to get better prediction of sleep apnea. 

V. CONCLUSION AND FUTURE WORK 

Deep Learning technology identifies and classifies sleep 
stages effectively. The sleep monitoring systems presents 
detailed information about the subject’s quality of sleep, thereby 
assisting the physicians to offer appropriate remedies and 
treatment. The future work aims at developing the proposed 
model, which could possibly revolutionize sleep related 
research. The MEMS sensor-based approach could detect even 
the slightest change in events. Moreover, it could be applied for 
remote and home based monitoring systems. MEMS sensors are 
inexpensive to manufacture, making them accessible to people 
of all socioeconomic backgrounds. MEMS should be used to 
effectively acquire other signals such as EEG, ECG, PCG, and 
so on, in addition to tracheal movements. 
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Abstract— This Paper contains the whole process of ECG  signals 

Acquisition from ECG Sensor to its analysis using LabVIEW and 

Biomedical Workbench. The Sensor data of ECG has the 

amplification, filtering and conversion of analog ECG 

information to digital by using Arduino Uno. The acquisition 

part deal with acquiring  the hardware information to 

analyzablefile format into PC. Here 6-channel ADC in Arduino 

Uno with LabVIEW interface is employed for conversion. Now 

the acquired ECG information is processed and analyzed with 

biomedical workbench that gives the various features of ECG 

signal processing. This system is very simple to implement and 

cost effective. 

 
 

Keywords—  LabVIEW, ECG Signal Processing Tools, ECG 

Analysis, Biomedical Workbench, Arduino. 

I. INTRODUCTION  

 

Electrocardiogram (ECG) is employed to measure and monitor 

the heart electrical activities throughly from many years. 

These electrical details are used to diagnosis the heart 

conditions These electrical details are used to diagnosis the 

heart conditions of the subject From centuries to till now there 

is many advanced hardware and software package tools are 
developed for Electrocardiogram signal acquisition and 

analysis [1].The ECG signal is the graphical representation of 

heart electrical activities within the form of voltage and 

current generated throughout the cardio muscles contraction 

and relaxation. The generated voltage/current is extremely 

little in magnitude and these can be measure from the body 

skin surface by placing the appropriate ECG electrode. These 

cardio signals frequency range is in between 0.05 Hertz to 100 

Hertz.[9] [10] 

 

The electrocardiogram tests in hospitals are 

increasing with time. However modern ECGs produce digital 

output, but still plain paper is in use to record the ECG 

information.Typically  ECG information of patient become 

necessary to transfer at another distance place for analysis and 

paper based data is simply  too much time consuming and also 

tough to have record of  patient information for long period. 

So it is requirement of present time to have the information in 
digital form in numerous analysable file formats [2][11] 

[12][13]. 

 

      We described the entire ECG information acquisition 

method from hardware to further signal processing software 

package tools in computer system. Hardware having the many 

stages from ECG signals amplification,  filtering, conditioning 

to analog to digital conversion and software packages having 

the real time plotting of ECG signal in LabVIEW and save the 

plotted information for further usable digital file formats like 

.txt, .tdms, .tdm, .xlsx for required time duration. The 
additional Biomedical workbench uses the files to analysis of 

the ECG data; this is having ECG feature extraction and Heat  

 

Rate Variability Analyzer tools because the core requirement of 

recent study for analysis. The main objective of the project 

work is to design the ECG system which could facilitate the 

researchers and doctors to acquire and analyse the ECG 

information thoroughly with simple and cost effective tools in 

very less time.[14] [15] [16] [17] [18] 

 

 
 

 
                              Fig.1.  Schematic representation of normal ECG 
 

 

 

 

 

 

II. SYSTEM  DESIGN  OVERVIEW 

 

This Complete ECG System will be understood by simple 

block diagram having different stages. The Block Diagram of 

the system is shown in fig 2.The physiological parameter ie; 
Electrocardiogram (ECG)  of the subject are measured using 

ECG AD8232 sensors and Ag-AgCl electrodes and their output 

is processed through a microcontroller. The Microcontroller 

actually performs the function of a Data Acquisition and simply 

serves the signals to LabVIEW. The Signal is processed 

through the LabVIEW Virtual Instruments (VI). The output is 

displayed in the front panel of LabVIEW. 
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                Fig.2.  System Model of the proposed work 
 

 

 

III. HARDWARE REQUIRED 

 

A. Arduino Uno 

 

As we know that the Arduino Uno is one of the most 

commonly  used microcontroller board based on the 

ATmega328.  It has some unique features compare toother 

microcontroller like it has 14 digital input/output pins - 6 

analog inputs, a 16 MHz  oscillator, a USB connection, a 
power jack and a reset button, out of which 6 pins is  used as 

PWM outputs [6]. 

 

 
                      

                                     Fig.3.  Arduino Uno 

 

In this Experiment Arduino Uno is simply used as a 

Data Acquisition to communicate the input signals to the 

LabVIEW. The Signals are extract and analyse using the 

LabVIEW Virtual Instruments 

 

 

B. ECG Sensor 

 

 

AD8232 ECG Sensor Module [3] is employed to measure the 
electrical activity of the heart. The AD8232 is an integrated 

signal conditioning Sensor  for ECG measurement and related 

applications. It measures the Electro Cardiogram readings of 

the subject through three electrodes connected to the Subject’s 

body [4] [7]. 

 

 

 

  

 

 

 

 

 

 
 

 

 

                                

    
 

 
   Fig.4: ECG Sensor with Ag-AgCl electrodes and 3 Pin connector cable 

 

 

 

 

IV. SOFTWARE  PLATFORM  IMPLEMENTATION 

 

 

A. LabVIEW 
 

 

LabVIEW - Laboratory Virtual Instrument Engineering 

Workbench, is an interactive programming environment within 

which program is  created using a graphical notation.The 

programming language employed in LabVIEW is a dataflow 
programming language within which the execution is decided 

by the structure of a graphical block diagram. The programmer 

can connect different function-nodes by drawing wires or lines. 

These wires or lines propagate data as variables and a node can 

execute when all its input data is obtainable. This graphical is 

incredibly advantageous because it allows the nonprogrammers 

to form programs by dragging and dropping virtual 

representations of lab equipment in LabVIEW. One among of 

the extra features of LabVIEW is that, it includes extensive 

support for interfacing various devices, instruments and even 

cameras [8]. 
 
 

 

 

 

V. IMPLEMENTATION  OF  THE 

PROPOSED SYSTEMS 

A. Extraction and Analysis of ECG Signal 
The objective of the work is to extract the ECG signal from 

different subjects and the raw ECG signal fed into the ECG 

sensor module which filters and amplifies it in presence of 

noisy conditions. The output of the sensor  module is fed into a 

computer having LabVIEW using  Arudino uno. Using 

LabVIEW, proper analysis of the extracted signal is done. 

Various real time data from different subjects are taken in order 

to analyse them by comparing them with an ideal data.The 

Schematic diagram of the system is shown in Fig5. 

 

 

 
 

 

 
 

 

 
 
Fig.5: Schematic diagram of the System for analysis of ECG signal Using 
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LabVIEW 

 

 

B. Electrode Placement 
Einthoven’s triangle is an imaginary formation of three limb 
leads in an exceedingly triangle employed in 

electrocardiography, formed by the two shoulders and also the 

pubis.. It is named after Willem Einthoven, who theorized its 

existence.It is a very Popular theorem. 

Fig 6 shows the Placement of Electrodes using 

Einthoven’s Triangle. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                               Fig.6: Placement of Electrodes 

 

 

 

C. Signal Conditioning and Processing using 

LabVIEW 

 

 

After the signal is extracted from a particular subject 

using Silver-Silver Chloride electrode, the signal is interfaced 

to the Computer with LabVIEW using Arduino Uno where it 

will be further  processed. Fig.7 shows the Flowchart for the 

observation of the heart rate.The normal heart rate is 60-100 

bpm. This value is considered as the standard value for 

comparison. In this work of detecting the heart beat, if the 

heart beat is below 60 then it is shown as the Bradycardia with 

the help of an indicator in the LabVIEW. And if the heart beat 
is greater than 100 bpm then it is detected as tachycardia. 

 

 

                          

 
 

 
            Fig.7: Algorithm for the detection of Heart Rate. 

 

 
 

 
 

  Fig.8 shows the back panel of LabVIEW for the detection of 

heart rate. Fig.9 shows the front panel of LabVIEW for the 

detection of heart rate. 

 

 
 

 
 

 

Fig.8: The back panel of LabVIEW for the detection of Heart Rate. 
 

 

 

 
 

 

            Fig.9: The front panel of LabVIEW for the detection of Heart Rate. 

 
 

D. Experimental Results 
 

 

An experimental set-up has been shown in the figure 10 while 

extracting the ECG signal from a subject. 
 

             

                
 

 

 

 
                                      Fig.10: Experimental Set-Up. 
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The ECG signals that we have extracted from various subjects 

with the help of electrodes and then processed them in 

LabVIEW using Arduino are as follows: 
 

 

 

 
                              Fig.11: Subject-1, Female, Age: 32. 

 

Comment 1: From the extracted ECG signal as shown in 

Fig11, we have come to a point that the subject-1 having 

tachycardia as it has irregular heart rhythm which is greater 

than 100. 
 

 

 

 

 
 

              Fig.12. Subject-2, Female, Age: 76 

 

Comment 2: From the extracted ECG signal as shown in 

Fig12, we have come to a point that the subject-2 having 

Normal as it has regular heart rhythm of 93 which is in 
between 60 and 100 
 

 

 

 

 
 

                              Fig.13. Subject-3, Male, Age: 30 

 

Comment 3: From the extracted ECG signal as shown in 

Fig13, we have come to a point that the subject-3 having 

tachycardia as it has irregular heart rhythm which is greater 

than 100. 
 

 

 
                             Fig.14. Subject-4, Male, Age: 18 

 

Comment 4: From the extracted ECG signal as shown in 

Fig14, we have come to a point that the subject-4 having 

Normal as it has regular heart rhythm of 83 which is in between 

60 and 100. 
 

 

 

 
 

 

 Fig.15. Subject-5, Male, Age: 20 

Comment 5: From the extracted of ECG signal as shown in 

Fig15, we have come to a point that the subject-5 having 

Normal as it has regular heart rhythm of 87 which is in between 

60 and 100. 
 

 

The ECG signal has been extracted by means of Ag-
AgCl electrodes by placing it around the chest of the subject 

and it has been processed in the LabVIEW to detect the heart 

rate in beats per minute.Front panel visualizes the detection of 

heart rate. 

 
 

VI. CONCLUSION 

Hardware and LabVIEW software both together creates real 

time ECG waveform. This real time electrocardiogram 

waveform hold on  a digital file at required time duration and 

sampling rate. Biomedical workbench of National 

Instrumentation have very efficient tools for ECG signal 

processing, feature extraction and vital sign (heart rate 

variability) analysis. All the analysis techniques described 

above are very advanced and extensively utilized by 

researchers This complete process from getting signal to its 
heart rate variability analysis is very easy and can be used for 

self-diagnosis. 
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Abstract— Parkinson’s Disease is one that affects the   

brain and symptoms include shaking, stiffness, and difficulty to 

walk. Tremor is the most identifiable symptom of this disease 

and it affects nearly 80% of the patients with Parkinson's 

Disease. This prototype was designed to observe and quantify 

the tremor signal from Parkinson's disease patients. The 

prototype is based on Arduino Uno programming and 

interfacing, and the ADXL335 tri-axial accelerometer is used 

as a sensor. The resting tremor signal was acquired in the form 

of acceleration using the sensor accelerometer from fingertip, 

wrist and forearm of the patient. The Arduino processed the 

data which was transferred to MATLAB for further 

processing. The resting tremor was observed in terms of 

amplitude and spectral density. For the three parts considered, 

the amplitude values of acceleration were ranging from 40 

dB/Hz- 80 dB/Hz and spectral density were observed and 

compared. Hence this basic prototype could be useful and 

developed further to assist the Parkinson's Disease patients. 

Keywords— Accelerometer, ADXL335, Arduino Uno, 

Parkinson’s disease, Tremor 

I. INTRODUCTION  

Parkinson's disease is a disorder that affects the central 

nervous system which in turn has a deteriorating effect on 

the movements of a person [1]. According to the US Census 

Bureau, there were 680,000 Parkinson’s disease patients in 

US, and it is estimated to rise to 1,300,000 in the year 2030 

[2]. Although, the chance of developing Parkinson's disease 

increases with age, there are people who are less than 50 

years of age who suffer from Parkinson's disease [3]. 

Symptoms of this disease develop when the dopamine level 

drops due to nerve cell damage and this the neurotransmitter 

that is involved is important for movement and coordination 

[4]. Symptoms include tremors, slow movement, and 

difficulty to speak [5]. The tremor usually starts in one hand. 

     Tremor as it is known, is the involuntary shaking of body 

parts, and it is one of the most observable symptoms that 

Parkinson's disease patients can develop [6]. Nearly 80% of 

the patients develop tremor. This tremor holds much 

significant medical or physiological information which can 

be considered for therapy [7].Two important points to be 

considered are Firstly, a good tremor assessment is 

important to decide the differential diagnosis of Parkinson’s 

disease [8]. Secondly, tremor assessment is another method 

which enables us to measure the severity of the disease and 

hence decide upon the treatments [9], [10]. It is important to 

understand that the tremor signals are highly variable in 

terms of frequency and distribution [11]. It varies from 

person to person, and it is different in different contexts 

[12]. 

     The research done in this field discusses about studying 

the tremor using IMU (Inertial Measurement Units), 

administering the dopamine dosage to patients and 

observing the changes that take place [6]. The severity of 

the disease can be observed by IMU by taking tremor 

signals. Parkinson’s disease tremor can be used to 

discriminate between the postural tremor and resting tremor 

in terms of band limited energy and amplitude [13]. Some 

use this wearable device to acquire tremor in order to screen 

patients for the onset of the diseases.  

     The main objective of the project is to develop a 

wearable device that could acquire and analyze the tremor 

from Parkinson's disease affected patients as done 

previously [14]. This prototype is a combination of 

ADXL335 accelerometer and Arduino Uno. MATLAB is 

used to observe and process the acceleration signals 

acquired as in the previous research [15]–[17]. The device is 

a wearable, and the device is in the form of a glove. The 

acceleration reading was taken from three parts: - fingertip, 

wrist and the forearm. The code that detects acceleration 

from these parts was uploaded to the Arduino. The 

acceleration of three directions (X-Axis, Y-Axis and Z-

Axis) were acquired, and the direction with the highest 

variation of the acceleration data values were selected. 

These values could be observed in the Arduino IDE. These 

values were taken and were uploaded to the MATLAB 

online in the form of a data file. The MATLAB program 

was used to observe the amplitude graph and the 

periodogram. Above procedures were repeated several times 

to decrease the interobservity. 

II. MATERIALS & METHODS 

The main idea was to generate a device that acquires 

signals and observes them, so using a user interface or 

display were not quite necessary. A sensor which measures 

the motion and a processor that converts the signals 

observable in the personal computer are the most important 

components.  

 

Fig. 1. Flowchart of the process involved 
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As shown in Fig. 1, the design of the prototype includes 

Arduino Uno, interfaced to ADXL 335 accelerometer. 

MATLAB is used to process the tremor signal to observe its 

amplitude and spectral density. The flowchart depicts the 

processes involved in acquiring the signals. 

A. ADXL335 Accelerometer 

ADXL335 sensor is a low power tri-axial accelerometer. 

It measures both static as well as dynamic acceleration. It 

has six pins, GND stands for Power Ground, and Vcc is a pin 

where the Regulated 5V DC power supply is to be provided. 

X_OUT, Y_OUT and Z_OUT provide the acceleration 

values in the X, Y and Z axis. ST stands for Self-Test is an 

input pin. Additionally, it has a 3.3V voltage regulator. The 

programming and integration into the device are found to be 

compatible. This sensor is used to acquire the tremor from 

patients. The complete pin diagram is as shown in Fig. 2 

[18]. 

 
Fig. 2. Pin diagram of ADXL335 

B. Arduino Uno 

Arduino Uno is an Atmega380 Chip based 

microcontroller. Applications of Arduino Uno include 

building electronics projects, it has 6 analog input pins, 14 

pins which provide digital pins, 16 MHz ceramic crystal 

resonator, USB-B port, an ICSP header, power jack and 

reset button. The Atmega380 chip is the brain of the 

Arduino, it has 32K Flash Memory and 2K RAM [19]. 

 

Fig. 3. Pin diagram of Arduino Uno 

Pin diagram of Arduino Uno is shown in Fig. 3. Analog 

pins acquire the analog signals in the range 0-5. Digital pins 

can be used as input or output pins for digital signals. The 

resonator used to generate clock signals. Universal Serial 

Bus (USB) is used to connect the microcontroller board to 

the computer. The power jack supplies the microcontroller 

with power. The In-Circuit Serial Programming (ICSP) has 

the ability of the microcontroller to be programmed without 

taking out of its circuitry. This ability is attributed to the 

presence of ICSP header on the Arduino board. Reset pin 

resets the microcontroller to the initial stage. 

C. Hardware and Software Requirements 

Arduino Uno, Accelerometer, Breadboard and Jumper 

Wire are required to design this device. Arduino IDE and 

MATLAB ONLINE 2020 are required to program the 

Arduino and process the tremor signal respectively. 

 

Fig. 4. The wearable Prototype 

 

 

Fig. 5. Circuit connection between Arduino Uno and ADXL335 

The Vcc of the sensor is connected to 5V of the Arduino 

Uno. The X-OUT, Y-OUT and Z-OUT pins of the sensor 

ADXL335 were connected to analog pins A0, A1 and A2 of 

the Arduino Uno. The ground pin of the Arduino Uno was 

connected to the Ground pin of the Sensor. The designed 

wearable prototype is shown in Fig. 4 and the circuit 

connection between Arduino Uno and ADXL335 is as 

shown in Fig. 5 respectively. 

D. Acquiring the Tremor Signal 

The glove has to be placed, worn in a stable and 

appropriate position so that USB cable can be attached to 

the laptop as shown in Fig. 6.  

Also, the sensors have to be placed in appropriate 

position so that signal can be acquired with ease, and can be 

used with less processing. Using three accelerometers the 

acceleration values in m/s2 are acquired. Uploading the file 

into the MATLAB will help us to process the tremor value 

in order to observe the amplitude of the tremor signal in 

visual form like amplitude graphs and periodogram, in 

which the spectral density was observed in the form of 

graphs. The sampling frequency was chosen as 25Hz. 
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Fig. 6. Placing the sensor 

III. RESULTS & DISCUSSION 

To verify the working of the wearable prototype, the 

device was tested by acquiring the signal, processed using 

software and observed, to get the following results. 

The ADXL335 sensor was first placed on the fingertip of 

the left hand. The Fig. 7 shows the amplitude signal and the 

finger has the highest degree of freedom among all three 

parts and shows the highest amplitude (0.14 m/s2 - 0.2m/s2) 

among all the three parts. The power spectral density has 

given power in the range of 40 dB/Hz- 80 dB/Hz and shown 

in Fig. 8. 

 

Fig. 7. Amplitude graph of the tremor from the fingertip 

 

Fig. 8. Welch Periodogram of tremor from the fingertip 

Fig. 9 shows the amplitude, while the Fig. 10 shows the 

periodogram plot when the accelerometer was placed on the 

wrist. The wrist tremors have the next highest range of 

amplitudes (0.14 m/s2 - 0.17m/s2) as shown in the Fig. 9. 

The periodogram has values in the range of 50 dB/Hz- 

80dB/Hz, as observed from Fig. 10. The Fig. 11 and 12 

shows the readings from the accelerometer placed on the 

forearm beneath the elbow joint. 

 

Fig. 9. Amplitude graph of the tremor from the wrist 

 

Fig. 10. Welch Periodogram of tremor from the wrist 

 

Fig. 11. Amplitude graph of the tremor from the forearm 

Since the forearm has limited or constrained movements 

the amplitude of the tremor is less compared to the other 

two cases, in the range of 0.12 m/s2 - 0.13 m/s2, one spike of 

amplitude of 0.14 m/s2. Similarly, Periodogram has power 

distribution in the amplitude range of 60 dB/Hz to 80 dB/Hz 

with occasional spikes for the forearm. 

The amplitude plots and periodogram in all the three axis 

directions are considered and shown in Fig. 13 and 14 

respectively. Since the movements of the finger in all three 

have different degrees of freedom, the acceleration values 

differ. In the X axis, the amplitude of the tremor was in the 
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range 0.09 m/s2 - 0.11m/s2. The Y-axis acceleration had a 

value in the range 0.12m/s2 - 0.14m/s2. Z axis acceleration 

had the amplitude 0.14 m/s2 - 0.17 m/s2. These can be seen 

from the Fig. 13. However, the power distribution is the 

same for all three graphs. These can be observed in the Fig. 

14. 

 

Fig. 12. Welch Periodogram of tremor from the forearm 

 

Fig. 13. Amplitude graph of the tremor from wrist, all three-axis considered 

 

Fig. 14. Welch Periodogram of tremor from Wrist, all three-axis considered 

 The amplitude of the result obtained by Edwards et.al., 

[20] falls in the range of 0.12 m/s^2 to -0.2 m/s^2. For 

resting tremor, the amplitude falls in the range of 0.144 

m/s^2 to - 0.156 m/s^2.But the variation in the value can be 

attributed to the fact that the real PD patient's condition was 

not analyzed. The power spectral density was similar in 

terms of amplitude to the research addressed [21]. However, 

there was no single dominant peak is observed, and the 

variation in the waveform can be attributed to the increased 

sample size used. Hence, this device can be used to analyze 

Parkinson's disease tremor accurately with appropriate 

sampling and filtering of the signals that achieved better 

results. 

This prototype has an advantage especially when the 

large number of PD patients makes it difficult for the 

medical practitioners to diagnose them individually. 

Furthermore, this prototype provides an opportunity to 

acquire and study the tremors, when patients are involved in 

daily activities and outside the clinical environments. Also, 

this prototype provides an opportunity to provide 

telerehabilitation (involving telemedicine) since the tremor 

signals can be sent to physicians via cloud. 

However, the prototype has certain limitations. The 

elderly people might find it difficult to wear without 

medical assistance. This is because the sensors used are not 

only fragile, but their placement is of much importance to 

acquire tremor signals appropriately. For continuous 

monitoring, this prototype might appear inappropriate as it 

is placed on the arm itself, and it hampers many of the daily 

activities. Finally, the elderly might find the size of the 

prototype to be huge enough for a comfortable use. Since 

the prototype is in its initial stages of development, certain 

aspects of it are to be improved to overcome the limitations. 

Further, to make this prototype user friendly, the size of 

the microcontroller can be reduced. One way to achieve this 

could be using Arduino pro mini instead of Arduino Uno. 

The glove is to be designed such that the sensors and the 

Arduino is fixed, so there would be no difficulties in the 

placement of the sensors.  Secondly, to avoid the usage of 

breadboard, the wires of the sensors should be soldered 

properly and the wires should be secured within the gloves 

to avoid mishap and variations. Furthermore, USB cable can 

be replaced by Bluetooth module and advanced Wi-Fi 

modules. 

IV. CONCLUSION 

This work presents a method to acquire and analyze the 

resting tremor from Parkinson’s disease (PD) patients. This 

prototype has an accelerometer and Arduino Uno to acquire 

the tremor signal. The Arduino was connected to the PC via 

USB. Both the accelerometer and Arduino Uno were 

mounted on the glove to get the signal from fingertip, wrist 

and forearm. The amplitude and the periodogram of the 

tremors from were analyzed with amplitude plots and 

periodograms using MATLAB IDE. The prototype presents 

a basic medical wearable device that could be used to study 

the tremors from the PD patients and assist them with the 

right treatment. 
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Abstract: The main objective of image fusion for 
multimodal medical images is to retrieve valuable 
information by combining multiple images obtained from 
various sources into a single image suitable for better 
diagnosis. In this paper, a detailed survey on various 
existing medical image fusion algorithms, with a 
comparative discussion is presented. Image fusion 
algorithms available in the current literature are 
categorized into various methods known as (1) 
morphological methods, (2) human value system operator 
based methods, (3) sub-band decomposition methods, (4) 
neural network based methods, and (5) fuzzy logic based 
methods. This research concludes that even though there 
exists a few open-ended creative and logical difficulties, 
the fusion of medical images in many combinations assists 
in utilizing medical image fusion for medicinal diagnostics 
and examination. There is tremendous progress in the 
fields of deep learning, artificial intelligence and bio-
inspired optimization techniques. Effective utilization of 
these techniques can be used to further improve the 
efficiency of image fusion algorithms. 

 

1. Introduction 

With the recent advancements in the field of 

technology, digital image processing systems have turned 

into a reality in developing the number of fields, for 

example, machine vision and medical imaging, remote 

sensing [1] and military applications. The consequence of 

the utilization of these strategies is an awesome increase of 

the amount of data available. To extract all the valuable 

information from the source images and to reduce the 

increasing volume of data, a powerful method is used in 

image processing called image fusion. The main aim of 

image fusion is to produce new images that are more 

appropriate for human/machine perception. 

Image fusion is the process of combining multiple 

images of a scene into a single composite image that 

contains all the important features from each input image. 

The subsequent fused image delivers extra reliable and exact 

information about a scene than any of the individual source 

images. The fusion of redundant and complementary data 

increases the accuracy and decreases the overall uncertainty 

of multimodal medical images. Medical image fusion 

algorithms involve two stages of processes. They are: (a) 

Image registration and (b) Fusion of significant features 

from the registered images. A basic image fusion model is 

presented in Figure 1. 

Information attained in the clinical track of events 

gained from two source images is generally complementary. 

Appropriate incorporation of valuable information achieved 

from the individual images is frequently chosen. The initial 

phase in this fusion procedure is to bring the modalities 

associated with spatial alignment and this happens with a 

technique called registration [2, 3].  

The registration of the images requires a method to correct 

the spatial misalignment between the different image data 

sets that often involve compensation of variability resulting 

from scale changes, translations, and rotations. After 

registration, a fusion step is required for the integrated 

display of the data involved. In general, fusion scheme 

should satisfy the following requirements [4]: 

 It should recognize the most important features in the 

source images and transfer them without loss of detail 

into the fused image. 

 The image fusion process should not introduce any 

artifacts or inconsistencies which mislead or divert a 

human observer for further processing tasks. 

 It should be robust, reliable, and suppress the irrelevant 

parts of the image and noise. 

Multimodal medical images [5, 6, 7, 8, 9, 10] 

provide different types of information: Computed 

Tomography (CT) image provides details of dense 

structures, such as bones, Magnetic Resonance Image (MRI) 

affords information about pathological soft tissues, 

Magnetic Resonance Angiography (MRA) easily detects 

abnormalities in the brain, X-ray detects fractures and 

abnormalities in bone positions, Vibro-Acoustography 

(VA), provides the depth and thickness of the disease object, 

and Positron Emission Tomography (PET) and Single 

Photon Emission Computed Tomography (SPECT) both 

give functional and metabolic information, e.g. of the brain.  

Multimodal medical image pairs such as CT-MRI 

[11, 12, 13, 14], CT-SPECT [15], PET-CT [16], MRI-PET 

[17], MRI-CT-PET [18], MRI-SPECT [19], Ultrasound-

Xrays [20, 21] are fused to extract additional clinical 

information. Therefore, we can say that all relevant 

information cannot be provided by a single image. Thus, to 

acquire all complete information in a single composite 

image called a fused image, multimodal medical image 

fusion is fundamentally necessary. This fused information is 

very useful for physicians in diagnosing abnormalities. The 

advantage of a medical image fusion application is to 

decrease the difficulty in detecting different diseases [22, 23, 

24]. 
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Fig. 1. Block diagram of a basic image fusion model 

 

2. Image fusion techniques and imaging 
modalities  

Image fusion integrates different modality images 

to provide complete information of the image content, to 

increase interpretation capabilities and to generate more 

reliable outcomes. There are several advantages of 

combining multi-modal images, including refined geometric 

corrections, complementing data for enhanced classification, 

and enhancing features for investigations and so forth. 

Image Fusion is widely applied and proven its efficiency in 

different research areas, such as computer vision, 

multimedia analysis, biomedical research, and material 

sciences. Image fusion techniques are categorized into five 

different groups [4]: based on the type of domain used, 

based on an acquisition of input images, based on the level 

of processing, based on the activity level and based on the 

information content of the image. They are described as 

follows:  

 

2.1. Domain Type 
 

Images can be processed in the spatial domain (pixels in the 

image), in a transformed domain (change of frequencies in 

the data), or a combination. 

 

2.1.1 Spatial Domain: These methods are specifically dealt 

with image pixels. These types of algorithms are known as 

spatial domain fusion algorithms. The following are the 

fusion-based techniques that fall under the spatial domain, 

for example, Averaging, Principal Component Analysis 

(PCA), Brovey method, and Intensity Hue Saturation (IHS). 

 

2.1.2 Transform Domain: The basic disadvantage of the 

spatial domain method is that it produces spatial distortions 

in the fused image. In the Transform domain method the 

image is first converted into the frequency domain by 

finding the Fourier transform of the image. The Fourier 

transform is defined in both spatial frequency and spatial 

location while the spatial domain is defined only on the 

spatial frequency domain. In the transform domain 

technique, Fourier transform is applied to all the input 

images. Then, the inverse Fourier transform is performed to 

obtain the final fused image. Most popular transforms are 

Discrete Fourier Transform (DFT), Discrete Cosine 

Transform (DCT), Discrete Hadamard Transform (DHT), 

Discrete Wavelet Transform (DWT), Redundant Wavelet 

Transform (RWT), Contourlet Transform, Curvelet 

Transform and Singular Value Decomposition (SVD). 

 
2.1.3 Hybrid Domain: In the hybrid domain image fusion 

algorithms, either a fusion of spatial and transform domains 

or a fusion of two transform domains is used for fusion. 

 

2.2. Input Image Acquired 
 
Images are acquired and fused in different ways such as in 

the form of multi-sensor, multi-temporal, multi-focus, 

multimodal and multi-view. 

 
2.2.1 Multi-sensor Image Fusion: This type of fusion 

incorporates the source images taken by various sensors. 

 

2.2.2 Multi-temporal Image Fusion: This type of fusion 

joins the images taken at various conditions with a specific 

end goal to blend accurate images of articles that were not 

snapped in anticipated time. 

 
2.2.3 Multi-focus Image Fusion: This type of image 

fusion contracts with image scenes brought repetitively with 

various central lengths and in this, the supplementary 

information of source images is fused. 

 
2.2.4 Multimodal Image Fusion: This type of fusion 

integrates both supplementary and complementary 

information of source images. 

 
2.2.5 Multi-view Image Fusion: This incorporates the 

images from a similar methodology taken at a time from 

various perspectives. 
 

2.3. Level of Processing 
 
Images are fused in different levels of processing such as 

pixel, feature, and decision. The details of each level of 

processing are given below. 

 
2.3.1 Pixel-level Fusion: Pixel-level methods fuse two 

images by transforming one of the images in such a way to 

make it the most similar to the other concerning for to some 

objective measure of similarity. 

 

2.3.2 Feature-level Fusion: Fusion at feature level 

initially extracts objects of interest for different image 

modalities, e.g., utilizing segmentation strategies. These 

comparative articles (e.g., regions) from different modality 

images are then fused for extra appraisal utilizing factual 

methodologies. 

 
2.3.3 Decision-level Fusion: Information extraction by 

decision-level fusion uses the interpreted/labeled data where 

the input images are independently handled. Choice tenets 

are connected to consolidate the data to strengthen basic 

translation and to give a superior comprehension of the 

watched objects. The key benefit of this method is that the 

higher-level representations make multi-modality fusion 

more robust and reliable. 

Image 

Registration 

Input Image,   
Image 

Fusion 
Fused Image 

Input Image,  
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 Table 1 Comparison of various multimodal medical images [3] 

 

 X-ray CT MRI PET SPECT Ultrasound 

Modality 

      
Characteristics  Detect fractures and 

abnormalities in bone 

positions of the human 

body 

 Provides details 

regarding dense 

structures, such as 

bones 

 Excellent at 

delineating bones 

 Provides information 

about pathological soft 

tissues 

 Widely utilized 

imaging modalities in 

medical examinations 

in secret clinical sets 

 It is one of the scan 

which provide 

functional information 

about the human brain 

 Permits to record the 

deviations in the healthy 

brain activity and also 

the symptoms of several 

diseases 

 One of the non-

obtrusive based 

strategy where 

cross-sectional 

images of 

radiotracer inside 

the human body are 

organized 

 It is a technique based 

on sound waves that 

possess high temporal 

frequency 

 Proficient in generating 

quantitative and 

qualitative diagnostic 

information 

Application 

Examples 
 Widely used for breast 

cancer assessment 

 Assistance in surgical 

planning, training, and 

guidance 

 Diagnosis of brain 

 Head and neck cancer 

diagnosis 

 Tumor detection 

 Lung/Liver diagnosis 

and breast cancer 

assessment  

 Specimen shape, 

color, and structure is 

extracted 

 Cancer treatments 

 Gynecological cancer 

diagnosis 

 Size detection of 

unrefined tumor 

 Esophageal cancer 

diagnosis 

 Head and neck 

cancer diagnosis 

 Cancer treatment of 

Bone, Vulnar, 

Breast, and Lungs 

 Diagnosis of Liver 

 Detection of tumors 

 Treatment of Prostate 

cancer 

 Detection of breast 

cancer, Image fusion 

 Diagnosis of the Liver 

tumor and Esophageal 

cancer 

Advantages  Detect fractures and 

abnormalities in bone 

positions of the human 

body 

 Relative short scan 

time and high spatial 

imaging resolutions 

 Detection of even 

subtle differences 

between body tissues 

 High penetration depth 

 Higher resolution 

 Capable of showing 

anatomical details 

 Does not involve any 

exposure to radiation 

 High sensitivity 

 High penetration depth 

 One of the widely used 

clinical scan  

 High sensitivity 

 High penetration 

depth 

 One of the widely 

used clinical scan 

 High spatial resolution 

 Low cost 

 Clinical interpretation 

 Broadly accessible  

 Simple to utilize  

 Free of Radiation 

Disadvantages  X-ray does not contain 

information about the 

depth and thickness of 

the objects 

 Constrained 

affectability  

 Radiation 

 Tissue non-specificity 

 Poor soft-tissue 

contrast 

 Difficult to use for 

patients with metallic 

devices, such as 

pacemakers 

 Radiation 

 High cost and most 

expensive technique 

 Blurring effects are 

produced 

 Inadequate spatial 

resolution 

 Radiation 

 Operator dependent 

 Imaging is restricted to 

the vascular 

compartment 

 Challenging image of 

bone and lungs 

Radiation 

Source & Type 
 X-rays (ionizing)  X-rays (ionizing)  Electric & Magnetic 

Fields (Non-ionizing) 

 Positron (ionizing)  Photons (ionizing)  Sound waves (Non-

ionizing) 

Cost  Low cost  Intermediate cost  Intermediate cost  High cost  High cost  Low cost 
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2.4. Algorithms using Human Value System (HVS) 
Operator’s model 

 
Human value System operator models (or) 

Knowledge-based systems permits to backtrack the new 

emblematic image portrayal in a very much characterized 

implies with a specific end goal to create elective 

translations. This model permits information relating to the 

fusion of image, geometric and spatial properties that 

interestingly characterize anatomical structures. Information 

about the idea of the image and the restorative space are 

utilized to aid the segmentation/acknowledgment [34, 35] 

errand by: 

 Hypothesis age - delivering an enthusiastic present-day 

world. 

 Knowledge-based coordination of the regions made by 

low-level segmentation. 

 Permitting procured data around an image and the space 

to permit a more exact depiction of anatomical structures 

to be accomplished iteratively. 

There is a progression of utilizations where the domain-

dependent learning is appropriate for image fusion, for 

instance, segmentation, small scale calcification finding, 

tissue characterization, cerebrum analysis, classifier fusion, 

breast cancer tumor discovery, and depiction and 

acknowledgment of anatomical mind question. The 

advantage of HVS is the capacity to benchmark the images 

with the known human vision principles. While the 

disadvantage is the impediment forced by human choice in 

images that are inclined to huge pixel power changeability. 

A few Human Value System based techniques [36, 37, 38] 

for multimodal medical image fusion are available in the 

current literature. Some of the algorithms are reviewed as 

follows. 

Li et al. [36] displayed a cerebrum show and an 

entire framework for the outline and the acknowledgment of 

anatomical mind protests in an arrangement of parallel CT-

examines. The analyses are carried on 10 patients and the 

following points are concluded: The framework can 

naturally segment and name 25 diverse 3-D mind-objects 

from a full arrangement of 14 CT-examines. Segmentation 

mistakes are kept low when contrasted with manual division 

by the radiologist. However, providing quantitative 

estimations for decay assessment to the doctor, for example, 

different width parameters of the ventricular framework 

isn’t given properly. 

Yang et al. [42] proposed a multiscale geometric 

examination device, contourlet transforms for multimodal 

restorative image fusion of CT and MRI images. It offers 

favourable circumstances of directionality, confinement, 

anisotropy and multiscale which cannot be accomplished by 

wavelet transform. However, contourlet transform flops in 

recognizing curved visual subtle elements in a fused image. 

Since medical images have a few entities and 

curved shapes, it is smarter to utilize a different transform 

for identifying these in MR and CT medical images. CT 

images are for the most part connected with conceiving 

thick structures, like bones. Then again, MR images are 

utilized to speak to the morphology of soft tissues along 

these lines, they are rich in points of interest. Ali et al. [43] 

proposed the fusion of MR and CT images utilizing the 

curvelet transform where curved visual subtle elements are 

better identified. Since the two modalities, MR and CT are 

complementary; merging both images, provide as much 

information as possible. However, these wavelets have an 

absence of shift-invariance which results in extreme 

blocking artifacts in fused images. 

Yang et al. [44] introduced another technique for 

medicinal image fusion, utilizing a shift-invariant multiscale 

wavelet (SIMW) system. The deterioration system is 

accomplished by leaving the down sampling administrators 

of a morphological Haar wavelet. A trial given because of 

genuine medicinal images demonstrates the proposed 

strategy that enhances the nature of the fused image 

fundamentally. Singh et al. [45] likewise proposed a fusion 

calculation to join sets of multispectral magnetic resonance 

images, for example, T1, T2 and Proton Density mind 

images utilizing Redundant Discrete Wavelet Transform 

(RDWT), a shift-invariant wavelet. Analyses on the Brain 

Web database demonstrate this fusion method conserves 

both edge and component data [46]. Tirupal et al. [47, 48, 

49, 50] applied Undecimated Discrete Wavelet Transform 

(UDWT) to multimodal medical image fusion along with 

modified spatial frequency (MSF), contrast visibility (CV) 

and moments. However, if there is no decimation then these 

algorithms have more computational complexity. 

Kavitha et al. [51] proposed image fusion in view 

of Integer Wavelet Transform (IWT) and Neuro-Fuzzy. The 

anatomical and the functional images are disintegrated 

utilizing IWT. The wavelet coefficients are then combined 

utilizing a neuro-fuzzy approach. At that point, Inverse 

Integer Wavelet Transform (IIWT) is smeared to the fused 

coefficients to get the fused Image. In IWT, there is no loss 

of data through forward and inverse transform. The 

triangular membership function is utilized for the fusion of 

two images. However, this transform undergoes 

discontinuities such as edges and delineations in fused 

images. 

Poor directionality, shift sensitivity, absence of 

phase data of genuine esteemed wavelet transforms roused 

to utilize complex wavelet transform for fusion. Singh et al. 

[53] utilized Daubechies complex wavelet transform 

(DCxWT) and applied the properties accessibility of phase 

data, shift-invariance and multiscale edge data for 

multimodal medical images. The DCxWT has the 

accompanying favourable circumstances: 

 Idealized reconstruction property. 

 Redundancy is not present. 

 The number of computations in DCxWT is same as that 

of DWT. 

 Symmetric in nature. This property makes it simple to 

deal with edge focuses amid the signal reconstruction. 

The above properties and advantages make the DCxWT 

suitable for medical image fusion. 

Yang et al. [54] introduced a novel multimodal 

medical image fusion strategy in view of Non-Subsampled 

Contourlet Transform (NSCT) and Log-Gabor energy. The 

potential advantages of this algorithm are: 

 It is a multiresolution, multidirectional, and shift-

invariance. 

 Phase congruency and Log-Gabor vitality are utilized to 

safeguard more helpful data in the combined image to 

enhance the nature of the fused image. 

 The proposed algorithm conveys improved performance 

regardless of whether the source images are noisy. 
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Fig. 2. Image fusion algorithms available in the current literature 

 

Morphological 

Methods 

[29, 30, 31, 32, 33] 

Human Value 

System Operator 

Based Methods 

[36, 37, 38] 

Sub-band Decomposition 

Methods 

 DWT [39] 

 LWT [40] 

 Contourlet Transform [42] 

 Curvelet Transform [43] 

 SIMW [44] 

 RDWT [45] 

 IWT [51] 

 Ripplet Transform [52] 

 DCxWT [53] 

 NSCT [54] 

 DTCWT [55] 

 QDFT [56] 

 DFRWT [59] 

 RWT [61] 

 NSST [64] 

 DST [66] 

 DCT [67] 

 Fuzzy Fusion [100] 

 Fuzzy Inference [101] 

 Fuzzy Rule [102] 

 Neuro-Fuzzy [103] 

 Type-1 Fuzzy [105] 

 IFS [106] 

 Fuzzy Transform [107] 

 Yager’s IFS [110] 

 Sugeno’s IFS [111] 

 Type-2 Fuzzy [115] 

 PCNN [70] 

 Unsupervised Neural Nets [71] 

 Feature Mapping [72] 

 Clustering Neural Networks [73] 

 Convolutional Neural Network [74] 

 m-PCNN [76] 

 Natural Computing Methods [78] 

 Genetic Algorithm [79] 

 TLBO [80] 

 OTLBO [83] 

 GWO [84] 

 Deep Learning [91] 

  

Medical Image Fusion Algorithms 

Neural Network Based 

Methods 

Fuzzy Logic Based 

Methods 
Other Methods 

 ICA [116] 

 PCA [117] 

 SVM [118] 

 IHS [119] 

 PseudoColor [123] 

 MLE [124] 

 Dictionary Learning 

[125] 

 High Pass Filter [130] 

 Moments [90] 

 Laplacian Filter [135] 
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 Conclusion 

 Multimodal medical image fusion is a technique 

wherein, two multimodal medical images are combined to 

enhance the nature of the output image for better treatment 

and precise diagnosis. The main purpose of using this 

multimodal medical image fusion is to combine multiple 

medical source images to get an accurate output image for 

better diagnosis. Several algorithms are available in the 

literature for this purpose. Examples of different types of 

multimodal medical image fusion are presented in Figure 3. 

In this paper, various multimodal medical image fusion 

algorithms available in the current literature are reviewed 

and the comparison of these algorithms is given in Tables 3 

and 5. In this work, various objective criteria are considered 

in finding the quality of the output fused image. A detailed 

comparison is made.  These are highlighted in this work. 
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ABSTRACT: The motivation behind this study is to detect 
brain tumour and provide better treatment for the 
sufferings. The abnormal growths of cells in the brain are 
called tumours and cancer is a term used to represent 
malignant tumours. Usually CT or MRI scans are used for 
the detection of cancer regions in the brain. Positron 
Emission Tomography, Cerebral Arteriogram, Lumbar 
Puncture, Molecular testing are also used for brain tumour 
detection. In this study, MRI scan images are taken to 
analyse the disease condition. Objective this research works 
are i) identify the abnormal image ii) segment tumour 
region. Density of the tumour can be estimated from the 
segmented mask and it will help in therapy. Deep learning 
technique is employed to detect abnormality from MRI 
images. Multi level thresholding is applied to segment the 
tumour region.  Number of malignant pixels gives the 
density of the affected region.   

Index Terms: Medical Image Processing, Brain tumour, 
MRI, Artificial neural network, CNN, , Keras 

I.  INTRODUCTION 

The early detection and treatment of brain tumour 
helps in early diagnosis which aids in reducing mortality 
rate. Image processing has been widespread in recent 
years and it has been an inevitable part in the medical 
field also. The abnormal growth of cells in the brain 
causes brain tumour. Brain tumour is also referred to as 
intracranial neoplasm. The two types of tumours are 
malignant and benign tumours. Standard MRI sequences 
are generally used to differentiate between different types 
of brain tumours based on visual qualities and contrast 
texture analysis of the soft tissue. More than 120 classes 
of brain tumours are known to be classified in four levels 
according to the level malignancy by the World Health 
Organization (WHO) [1]. 

All types of brain tumours evoke some symptoms 
based on the affected region of the brain. The major 
symptoms may include headaches, seizures, vision 
problems, vomiting, mental changes, memory lapses, 
balance losing etc [2]. Incidence of brain tumours are due 
to genetics, ionizing radiation mobile phones, extremely 
low frequency magnetic fields, chemicals, head trauma 
and injury, immune factors like viruses, allergies, 
infections, etc[3]. The malignant tumours, also known as 
cancerous tumours, are of two types - primary tumours, 
which start from the brain, and secondary tumours, which 
originate somewhere and spread to the brain. The risk 
factors for brain tumour are exposure to vinyl chloride, 
neurofibromatosis, ionising radiations and so on. The 
various diagnostic methods are computed tomography, 
magnetic resonance imaging, tissue biopsy etc. 

Better treatments are now available for brain tumours. 
There is a chance of focal neurological deficits, such as 
motor deficit, aphasia or visual field defects in the 
treatment. Side effects can be avoided by measuring 
tumour size and time to tumour progression (TTP)[4] . 
Estimation of density of affected areas can give a better 
measurement in therapy. 

Deep learning is a machine learning technique that 
instructs computers what to do as a human think and do in 
a scenario. In deep learning, a computer model is able to 
do classification tasks from images, sound or text. 
Sometimes human level performance is being exceeded 
by deep learning techniques. One of the most popular 
neural networks is an artificial neural network that has a 
collection of simulated neurons. Each neuron acts as a 
node and by links each node is connected to other 
nodes[5]. 

The aim of this paper is to build a system that would 
help in cancer detection from MRI images through the 
convolution neural network. The proposed method was 
tested and compared with the existing classification 
techniques to determine the accuracy of the proposed 
method. 

 

Figure 1:  MRI image 

II. RELATED WORKS 

Image segmentation and classification is one of the 
major tasks in machine learning and it is widespread in 
clinical diagnosis also. Mircea Gurbin, Mihaela Lascu, 
and Dan Lascu et al. [6] proposed a method consisting of 
Continuous Wavelet Transform (CWT), Discrete Wavelet 
Transform (DWT) and Support Vector Machine (SVM). 
It uses different levels of wavelets, and by training, the 
cancerous and non-cancerous tumours can be identified. 
The computation time is longer for the proposed method. 
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     Somasundaram S. and Gobinath R. et al. [7] 
explains the present status of detection and segmentation 
of tumour through deep learning models. For deeper 
segmentation, 3D based CNN, ANN and SVM is used. 
Damodharan S. and Raghavan D. et al.[8] address 
segmentation of pathological tissues (Tumor), normal 
tissues (White Matter (WM) and Gray Matter (GM)) and 
fluid (Cerebrospinal Fluid (CSF)), extraction of the 
relevant features from each segmented tissues and 
classification of the tumor images with Neural Network 
(NN). 

G. Hemanth, M. Janardhan and L. Sujihelen et al.[9] 
states that with the appropriate use of data mining 
classification technique early detection of tumour is made 
possible. It uses an automatic segmentation method based 
on CNN. Reema Mathew A. and Dr. Babu Anto P. et al. 
[10] stated that by the segmentation of MRI tumour 
region can be identified. With the help of radiological 
evaluations, the size and location of tumours can be 
identified. Here the segmentation is done manually and it 
is time consuming. The pre processing is done using 
anisotropic diffusion filters. The segmentation and 
classification is done using support vector machines. Wei 
Chen, Xu Qiao, Boqiang Liu, Xianying Qi, Rui Wang and 
Xiaoya Wang  et al. [11] propose a novel method based 
on the features of separated local squares. Super pixel 
segmentation, feature extraction and segmentation model 
construction are done on this proposed method for brain 
tumour segmentation. 

 III. PROPOSED METHOD 

System architecture of the proposed system is shown 
in figure 1. The components are image acquisition, pre-
processing, segmentation, feature extraction and 
classification. 

 

Figure 2 : System architecture of proposed method 

 A. Image Acquisition 

Different bio-medical image records are available for 
the study of brain tumour detection. Conventional 
methods are Computer Tomography (CT) and Magnetic 
Resonance Imaging (MRI). Positron Emission 
Tomography, Cerebral Arteriogram, Lumbar Puncture, 
Molecular testing are also used for brain tumour 

detection. But these are expensive. MRI is working with 
the principle that both the magnetic field and radio waves 
can create an image of the interior of the human body by 
detecting the water molecule present. Portable and 
miniaturised MRI machines are developed now to avoid 
the complexity of conventional scanning methods. MRI 
has a better resolution and contains rich information. The 
MRI dataset from the kaggle uploaded by Navoneel 
Chakrabarty has been used here[12].It contains 98 normal 
brain images and 155 abnormal images. In this dataset, 
„yes‟ means tumour images and „no‟ means healthy 
images. The augmentation process is also applied here to 
increase the number of samples. Augmentation step 
contains a rotation range of 10 degrees, width shift range 
of 0.1, height shift range of 0.1, brightness range of 
(0.3,1.0), horizontal and vertical flip. A total of 2530 
images were selected from the augmented data. The final 
dataset contains 980 normal and 1550 abnormal images. 

 

Figure 3 : Brain MRI dataset (a) Normal (b) Tumour 

 

B. Pre processing 

The aim of the pre-processing step is preparing the 
brain images for further processing [13].This process 
mainly depends on the data acquisition device which has 
its own intrinsic parameters. Gray scale or 2D conversion 
is needed, if the raw data is in 3D. Median filtering is best 
suited for biomedical images to avoid noise. The dataset 
contains images in different resolutions. As part of the 
augmentation process , each image is rotated and scaled to 
a standard format. Histogram equalisation helps to 
enhance the image quality. Contrast limited adaptive 
histogram equalisation algorithm is applied to enhance the 
images. 

C. Image Segmentation 

In this step a digital image is partitioned into multiple 
segments. A particular region of the image is being 
separated from the background This step is very for  
feature extraction. Thresholding and morphological 
operations (erosion, dilation, opening) are the simple steps 
to segment disease. But in the brain tumour images , the 
segmentation process at this level will not give the details 
of tumour regions. The healthy images also have a similar 
intensity that resembles the tumour region. So the 
segmentation process can be used to separate the skull of 
the brain. This Region of Interest (ROI) contains the 
tumour. OTSU based thresholding algorithm gives a 
segmented mask of the skull[14]. 

    Active contour method draws the boundary of the 
enclosed region. Second stage of segmentation can also be 
applied to the ROI to prepare the mask of tumour region. 
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This method may not give good results in healthy images. 
This segmented image can be used to study the features of 
tumour region , which will help in the density estimation. 

 

Figure 4 : Skull Segmentation (a) Normal Input 
image(b) Abnormal Input image (c) Normal Segmented 
image (d) Abnormal segmented image 

D. Feature Extraction 

    Computing the actual features can be analysed to 
illustrate the behaviour or symptom of the disease. The 
classification is mainly influenced with the feature 
selection. Common features are asymmetry, diameter, and 
border irregularity[15].   

 

Figure 5 : Segmented tumour  region using multiple 

thresholding 

E. Classification 

Many machine learning approaches are being 
implemented in disease detection from brain images. 
Artificial neural networks can be used here to classify , if 
the features are extracted in an order.[16].An ANN 
classifier assumes one feature that is not related to any 
other feature. 

     Deep learning techniques will be effective here 
to classify tumour image without segmentation. A deep 
neural network can be created  with Convolutional nueral 
network algorithm[17]. General architecture of 
convolutional neural networks is shown in figure 6.  In 
deep learning , the feature is extracted from the entire 
image automatically. Convolution in the CNN 
architecture performs this operation. Number of feature 
maps increases with the increase in CONV layer. 
Reduction of  dimension is required to initiate training. 
Pooling layer down samples the feature dimension. Fully 
connected layers manipulate the score of each label. 
Softmax layers prepare the model with feature and class 
score. 

   .  The CNN architecture is slightly modified in its 
dimension for training the brain tumour images. The 
modified  model architecture is listed in table 1. 

 

Figure 6 : General architecture of CNN 

  

Table 1:  Modified Model architecture 

The model is compiled in Keras with „Adam‟ 
optimizer and „Binary cross entropy‟ loss. Default 
learning rate of 0.001 is used. The model is trained with 
batch size of 32 for 24 epochs. For the test images our 
trained model gives an accuracy of 95.6%. 

For those images classified as having brain tumour, 
the tumour location is detected using a combination of 
multilevel thresholding, morphological operations and 
contour extraction. 

…… (1) 

Where T is the mean of Maximum to Minimum 
intensities of the image. Morphological Open function is 
used to segment the regions. Contours of all regions are 
plotted and the region with maximum area contains 
tumour region. 

The Density of the tumour area can be estimated using 
Gaussian kernel distribution. 

………. (2) 
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IV.      RESULTS AND DISCUSSIONS 

 

Figure 7 : Normal Images Results 

 

 (a)               (b)          (c)                 (d) 

Figure 8 : Tumour detection results : (a) Input Image 
(b) Abnormality Detection (c) Tumour region detection 
(d) tumour mask for density estimation 

     Objective of the proposed system is to classify 
malignant brain tumour from the MRI images. 253 MRI 
images were collected from Kaggle dataset. The count of 
the data is insufficient for modelling a deep neural 
network. So 2530 images have been created with 
augmentation technique. The extracted cropped images 
are then resized to (240, 240) resolution. Keras (with 
Tensorflow backend) framework is chosen creating the 
model. Two types of segmentation at different level are 
implemented to analyse the performance of the system. 
Segmentation was done before and after classification.  
From the performance analysis, segmentation after the 
classification gives better result.              

This algorithm is   faster in execution for normal MRI 
images. If it identifies the abnormal images, it goes to the 
next step ,ie : segmentation.   

ROC curve shows the relation between sensitivity and 
specificity . 

 

Figure 9 : ROC plot of Normal cases 

  

Figure 10 : ROC plot of Abnormal cases 

   𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
= 0.98 

   𝑆𝑒𝑛𝑠𝑖𝑡𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
=          0.97 

  𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
=          0.99 

Table 2:  Performance Analysis 

Algorithm Over all Accuracy 

Nandpuru[18] 96.77% 

El-Dahshan[19] 97% 

Ibrahim[20] 96.33% 

Rajini[21] 90% 

Proposed Method 98% 

IV. CONCLUSION AND FUTURE SCOPE 

     This paper provides a new method for detecting 
brain tumour by deep learning method. The early 
detection of cancer helps timely and effective treatment. 
Kaggle dataset contains good quality of MRI images for 
research purposes. Different segmentation algorithms 
were experimented. From this , multilevel thresholding 
and OTSU thresholding are the best methods for the 
dataset. Convolutional Neural Network with modified 
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approach helped to get a result with accuracy 98%. 
Density estimation method is also proposed using 
Gaussian kernel distribution.  

This system can be improved to support the web 
interface. Detection of different diseases can be identified 
from the MRI images. Apart from the density some other 
parameters can also estimated for therapeutic purposes. 
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Abstract— In humans, the incident rate of mental illness is 

gradually rising due to various causes. Schizophrenia is one of 

the chronic mental illness and its happing rate also rising in the 

current era. The patient with Schizophrenia will experience a 

confused mental condition and a timely recognition and 

treatment is essential to reduce the risk.  The proposed work 

aims to implement a methodology to support the automated 

detection of Schizophrenia from the brain MRI slices of T1 

modality (T1W). The assessment of brain MRI is executed 

using the pre-trained VGG16 system and the deep-features 

extracted are optimized with the Slime-Mould-Algorithm 

(SMA) and the reduced features are then considered to train, 

test and validate the binary classifiers employed in this work. 

This research is implemented using 500 images of each case 

(healthy/abnormal) and the attained result with the SVM-

Cubic is superior compared to other classifiers considered in 

the automated disease detection system. 

 Keywords—Mental illness, Schizophrenia, Brain MRI, 

VGG16, Slime-Mould-Algorithm,  SVM-Cubic. 

I. INTRODUCTION  

Brain is one of the vital organs in human physiology and 
the illness in brain will severely affect the common activities 
of human. The illness in the brain will severely affect the 
decision making and the control activities and hence, these 
disorders will be treated with higher priority [1-3]. 
Schizophrenia is one of persistent and harsh brain disorder 
and efficient detection and treatment planning is essential to 
reduce the severity level [4-7]. 

The report of World-Health-Organisation (WHO) 
authenticates that, the occurrence rate of this disorder is 
rising globally and around 20 million active cases are 
reported [8]. The other research on Schizophrenia occurrence 
rate also confirmed its harshness and incidence rate [9,10]. 

Schizophrenia is persistent brain disorder; which 
influence the person’s ability related with common activities, 
such as sensing, judgment, and unmistakably behaviour [11]. 
Further, this disorder may cause; hallucination, illusion, and 
exceptionally chaotic thinking, which will disintegrate the 
usual performance of the individual. The cause of this 
disorder may be of hereditary motive or the environmental 
trigger. Usually, the indication of early signs of 
schizophrenia may visible from the age group 16 to 30 and 
the happening speed schizophrenia in men is large contrast to 
women. The warning sign of this disorder includes; (i) 
Hopelessness, (ii) Antagonism, (iii) Weakening of personal 
cleanliness, (iv) Insensitive gaze, etc. There are no 

appropriate clinical handling procedures for the individual 
with harsh mental disorder and if the disease is detected in its 
early stage; an appropriate treatment can be implemented to 
cure the patient.  

Because of its harshness, a range of diagnostic 
approaches are recommended to control its impact in 
humans. The common detection methodology includes; (i) 
Detection using a multi-channel EEG and (ii) brain MRI 
assisted diagnostic.  The assessment schizophrenia using the 
EEG is reported in many earlier studies and these methods 
implemented the signal assisted and well as the signal to 
image supported automated detection schemes to efficiently 
detect this disorder using machine-learning approaches.  The 
assessment of the EEG is quite complex and a necessary pre-
processing methods are essential to treat the signals due to its 
non-linear nature. Along with the EEG, MRI supported 
schemes are also implemented to examine this illness with 
better accuracy and the earlier works related to this research 
can be found in [4-7,10]. 

This research aims to develop an automated examination 
system to detect the destructive brain irregularities from the 
brain MRI with better accuracy. In this work, a pre-trained 
VGG16 scheme is implemented to classify the brain MRI 
slices into healthy/abnormal (schizophrenia) class with the 
help of a binary classifier. The essential test images for this 
experimental investigation are attained from [12,13]. This 
dataset consist a clinical grade 3D brain MRI of T1 modality 
(T1W) and for this research only the axial slices are 
considered. 

Initially, a 3D to 2D conversion is executed using ITK-
Snap [14,15] and the extracted images are then resized to the 
required image dimension. The extracted brain MRI slices 
are having an initial dimension of 176x256x3 pixels and the 
resizing is implemented to get an image with size of 
224x224x3 pixels. All these images (axial view) are 
associated with the skull section and for the assessment the 
images are considered with the skull section. In this work 
500 images of normal/abnormal cases are considered for 
experimental investigation. The original and the augmented 
images are considered to pre-train the VGG16 architecture 
and the outcome of the features are then reduced using the 
Slime-Mould-Algorithm (SMA) and the optimised features 
are then considered to activate the binary classifier employed 
in this work. For the classification task, 70% images (350 
numbers) are considered for training the classifier and 30% 
images (150 numbers) are considered for validation. In this 
work, a 10-fold cross validation is employed and the best 
classification result attained is considered as the final result. 
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The proposed work is implemented using the traditional 
VGG16 with fully-connected-layer (FCL) and the SMA 
optimizer and every approach is separately examined with 
the chosen classifiers. The experimental result attained with 
the proposed technique confirms that the SVM-Cubic with 
SMA optimized features helped to achieve a better result 
compared to other methods implemented in this research. 

The upcoming regions are prearranged as follows; 
Section 2 depicts the methodology, Section 3 and 4 presents’ 
experimental results and conclusion of this research. 

II. METHODOLOGY 

This part presents the methodology executed in this work 
and the various stages involved in this work is presented in 
Figure 1. 

The essential test images are collected from the 
benchmark dataset and in order to reduce the computational 
complexity; the 3D to 2D image conversion if implemented 
using the ITK-Snap tool. The 2D brain MRI slice (axial 
view) is then resized to 224x224x3 pixels and the resized 
image (original and augmented) is then considered to train 
the VGG16 scheme, till it learns to extract the essential 
disease feature from the test images. When the VGG16 is 
completely trained with the proposed dataset, then 70% of 
test images are considered for the training process and then 
extracted features are considered to train and test the 
classifiers. For the validation process, 30% of images are 
considered and the results attained with a binary classifier are 
then considered and the final result.  

 

Fig.1. Proposed Schizophrenia examination scheme using the brain MRI 
slice 

In this research, the detection of  Schizophrenia is 
implemented using; (i) Pre-trained VGG16 with appropriate 
FCL with 50% dropout to reduce 4096 features into 1024 
features and (ii) Pre-trained VGG16 with SMA based feature 
selection process to select the dominant feature from 4096 
feature. The results of these two methods are separately 
evaluated using the chosen binary classifiers and based on 
the attained values; the performance of the VGG16 on the 
considered database is confirmed. 

A. Image database 

The abnormality in brain is normally examined using the 
imaging technique due to its simplicity and the abnormality 
in medical images can be easily checked and confirmed with 
a visual check by an experienced doctors. 

Hence, most of the brain disorders are examined with 
imaging procedures and this work considered the 3D brain 
MRI of the Schizophrenia existing at [12,13]. This database 
consist 99 patient’s information  recorded with T1W 
modality  and in this work only 500 image slices from 
healthy/abnormal case are considered for the experimental 
investigation.  

In this dataset, the raw image existing is in 3D form and 
hence a 3D to 2D conversion is implemented to extract the 
axial view brain MRI for the experimental evaluation. This 
image is associated with the skull section and every extracted 
slice is available with a size of 176x256x3 pixels. The 
VGG16 needs only a prescribed dimension images and 
hence, every image of this database is resized to 224x224x3 
pixels and the resized image is then considered for 
assessment. 

 

Fig.2. Various 2D slices extracted form the 3D brain MRI 
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Fig.3. Sample test images collected from the considered image database 

TABLE I.  TEST IMAGES CONSIDERED IN THIS RESEARCH 

Class 
Image dimension Number of images 

Original Resized Total Training Testing 

Healthy 176x256x3 224x224x3 500 350 150 

Abnormal 176x256x3 224x224x3 500 350 150 

 

Figure 2 depicts the extraction of different 2D MRI slices 
and the axial view is considered for evaluation. The sample 
test image of healthy and abnormal class is depicted in 
Figure 3 and the numbers of images considered to evaluate 
the performance of VGG16 are presented in Table I. 
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B. VGG16 Architecture 

Deep-Learning (DL) supported disease detection is 
attracted the researchers due to its diagnostic accuracy and 
clinical significance [16-18]. The earlier works on the DL 
system confirms that this method helps to achieve a better 
result on a number of medical image modalities and support 
the automated detection of the disease with enhanced results. 
Most of the DL scheme will help to classify the existing test 
image dataset into a binary (two-class) or multi-class 
category which is then confirmed based on the attained 
values of the Image Performance Measures (IPM). The 
success of the implemented DL depends on; (i) Chosen 
scheme, (ii) Feature reduction process, and (iii) Classifier. 
Most of the pre-trained DL system is having the inbuilt 
SoftMax classifier which offers a satisfactory result on most 
of the image cases. Based on the need, the SoftMax can be 
replaced with other classifier units existing in the literature.  
Figure 4 depicts the conventional VGG16 scheme widely 
adopted for medical image examination jobs. 

 

Fig.4. Pre-trained VGG16 with traditional architecture 

C. Slime-Mould-Algorithm based Feature Selection 

The performance of the DL unit mainly depends on the 
extracted features by the dense-layers and in VGG16, the 
initial layer will help to get 1x1x4096 features and all the 
features are ranked based on their values and then sufficient 
50% dropout is implemented in every layer to get a final 1D 
feature vector of dimension 1x1x1024 features. In this work, 
instead of employing the 50% dropout, the dominant features 
are selected using the Slime-Mould-Algorithm (SMA) based 
feature selection methodology. The structure of the proposed 
methodology is depicted in Figure 5 and the optimally 
selected feature is then considered to train and validate the 
classifier with a 10-fold cross validation.  

 

Fig.5. VGG16 with SMA based dominant feature selection 

The SMA is a recently invented approach based on the 
food searching mechanism existing in a single cell Slime-
Mould [19]. Due to its merit, it was widely adopted by the 
researchers to find optimal solutions for a variety of 
problems. Compared to recent optimization techniques, the 

SMA initial parameters are less and this includes; agent’s 
size, search dimension, upper and lower-bound, search style 
and the terminating condition. The fundamental code for the 
SMA is existing in [20]. The necessary information and the 
arithmetic explanation of SMA are available in [20,21]. In 
this work, the following algorithm values are initiated; agent 
size=25, search dimension=2, upper/lower-bound=assigned 
based on the lower and upper values of attained p-value with 
Student’s t-test, number of iterations=3000 and stopping 
criteria = maximal Cartesian distance between the features. 

The implementation of heuristic algorithm supported 
feature selection is clearly discussed in earlier work [22]. In 
this work, the aim of this task is to identify optimal features 
(n-numbers) from 4096 features and this process is depicted 
in Figure 6. 

 
Fig.6. SMA supported feature reduction 

Let the extracted features from VGG16 is depicted as in 
Eqn. (1) and (2); 

409621 hF , ... ,hF ,hFclass Healthy    (1) 

409621 hF , ... ,hF ,hFclass bnormalA    (2) 

614s2s1s hF , ... ,hF ,hFclass Healthy Selected   (3) 

614s2s1s hF , ... ,hF ,hFclass bnormalA Selected   (4) 

When the SMA optimization task is implemented then it 
helps to reduce the 1x1x4096 features into 1x1x614 features 
(n) as in Eqns. (3) and (4). These features are then considered 
to train and validate the classifiers employed in this work. 

D. Classifier Implementation 

The performance of the disease diagnosis scheme relies 
main on the classifier employed to categorize the considered 
images into two/multi class. In this work, the inbuilt SoftMax 
classifier is initially considered and later its performance is 
validated with other techniques, such as K-Nearest 
Neighbour (KNN), SVM-Linear kernel (SVM-L), SVM-
RBF kernel (SVM-RBF) and SVM-Cubic and the related 
information on these units can be found in [23]. In this work, 
a 10-fold cross validation is employed and the best result 
among the trials is chosen as the final result.  

E. Validation  

The aim of every research work is to implement a 
suitable automated disease diagnostic system. The success 
of this system needs to be tested and confirmed before using 
it in real-time. The common evaluation procedure is 
computing the Image-Performance-Values (IPV) during the 
assessment and based on these values, the merit of the 
proposed scheme is to be confirmed. The evaluation of IPV 
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based on the testing images is widely considered and in this 
work 150 images (30% of database) are adopted to compute 
the IPV.  

The initial IPVs include; True-Positive (TP), False-
Positive (FP), False-Negative (FN), and True-Negative 
(TN), further the other measures, such as Accuracy (ACC), 
Precision (PRE), Sensitivity (SEN), Specificity (SPE), F1-
Score (F1S) and Negative-Predictive-Value (NPV) are also 
measured to validate the merit of VGG16 [1-3]. 

III. RESULT AND DISCUSSION 

The experimental results are obtained using the 
workstation; Intel i5 2.5GHz processor with 16GB RAM and 
2GB VRAM set with MATLAB

®
. 

Initially, the considered VGG16 architecture is trained 
with Schizophrenia dataset (including original and 
augmented images). After the essential training (after getting 
better training accuracy), the proposed scheme is tested with 
150 images and the attained performance measures are 
recorded. In this work, a 10-fold cross validation is 
implemented and the best IPV attained is selected as the final 
outcome of the scheme.  

Figure 7 depicts the experimental outcome of the VGG16 
with the SMA selected features and the result confirms the 
better categorization accuracy with SVM-Cubic classifier. 
Similar procedure is executed using the learned features and 
the SMA optimized features and the corresponding results 
are depicted in Table II and Table III. From these tables, it 
can be confirmed that the proposed scheme helps to achieve 
a better result with SMA optimized features.  

 

Fig.7. The training and testing accuracy attained for VGG16 with SMA 
optimization 

The results attained in Table III confirm that the classifier 
performance is good with optimal-features compared to 
learned-features. Further, in both the cases, the classifier 
accuracy of SoftMax is better compared to KNN and SVM-
L. For the learned-features case, the SVM0RBF provided the 
better accuracy and for optimal-features case the SVM-Cubic 
is provided enhanced results. Further, the proposed approach 
helps to achieve a better IPV compared to the traditional 
VGG16 with the learned-feature vector. The sample results 
wrongly predicted during the SVM-Cubic classifier is 
presented in Figure 8. In Figure 8, the Glyph-plot for the 
IPVs attained with optimal-features are depicted and from 
this figure, it can be confirmed that SVM-Cubic provided 
better accuracy (94.33%) 

 

TABLE II.  THE INITIAL OUTCOME ATTAINED WITH THE BINARY 

CLASSIFIER 

Approach TP FN TN FP 

L
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ed
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ea

tu
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s 
(1

x
1
x
1
0
2
4
) 

SoftMax 136 14 132 18 

KNN 135 15 130 20 

SVM-L 136 14 131 19 

SVM-RBF 138 12 134 16 

SVM-Cubic 134 16 137 13 

O
p
ti

m
al

 f
ea

tu
re

s 
(1

x
1
x
6
1
4
) 

SoftMax 137 13 142 8 

KNN 140 10 138 12 

SVM-L 141 9 140 10 

SVM-RBF 138 12 139 11 

SVM-Cubic 141 9 142 8 

TABLE III.  THE PEST PERFORMANCE VALUES COMPUTED WITH 

PROPOSED CLASSIFIER  

Approach 
ACC 

(%) 

PRE 

(%) 

SEN 

(%) 

SPE 

(%) 

F1S 

(%) 

NPV 

(%) 
L

ea
rn

ed
 f

ea
tu

re
s 

(1
x
1
x
1
0
2
4
) 

SoftMax 89.33 88.31 90.67 88.00 89.47 90.41 

KNN 88.33 87.10 90.00 86.67 88.52 89.66 

SVM-L 89.00 87.74 90.67 87.33 89.18 90.34 

SVM-RBF 90.67 89.61 92.00 89.33 90.79 91.78 

SVM-Cubic 90.33 91.16 89.33 91.33 90.23 89.54 

O
p
ti

m
al

 f
ea

tu
re

s 
(1

x
1
x
6
1
4
) 

SoftMax 93.00 94.48 91.33 94.67 92.88 91.61 

KNN 92.67 92.11 93.33 92.00 92.71 93.24 

SVM-L 93.67 93.38 94.00 93.33 93.69 93.96 

SVM-RBF 92.33 92.62 92.00 92.67 92.31 92.05 

SVM-Cubic 94.33 94.630 94.00 94.67 94.31 94.04 

 

 

Fig.8. Classifier outcome with sample images belongs to FN and FP 

 

 

Fig.9. Glyph-plot of IPVs attained with SMA optimized features 
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The proposed scheme employed the VGG16 based 
assessment and in future, other deep-learning schemes can be 
considered to examine the brain MRI database. Further, the 
performance of SMA can be compared and validated against 
the recently developed Red-Fox-Algorithm [24]. 

IV. CONCLUSION 

In this work an automated practice is proposed to detect 
the Schizophrenia from the axial-view brain MRI slices of 
T1W modality.  This work employed the well known deep-
learning scheme; VGG16 with a binary classification. The 
classification for the considered test images are executed 
using the learned-features (1x1x1024) and SMA optimized 
features (1x1x614). In this work, a 10-fold cross validation is 
implemented and the best value of attained result is adopted 
for validation. The experimental outcome of this technique 
confirms that the classification accuracy of VGG-Cubic is 
better compared approaches. The proposed scheme is 
efficient in evaluating the disease using the brain MRI and in 
future, it can be considered to examine the clinically 
collected real time images. 
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Abstract—The novel coronavirus (COVID-2019) pandemic has
caused a catastrophic effect on the health and global economy.
Early screening and diagnosis of COVID-19 pneumonia are
considered to be the critical step to stop the further spread of the
virus. The most common standard for confirming the virus relies
on RT-PCR tests. This method generates false-negative results if
there is limited viral load. Recent radiological findings suggest
that the distinct distribution of ground-glass opacities (GGOs),
which are found on certain parts of lungs, can determine the
status of the infection among patients. As a complement to RT-
PCR, Computed tomography (CT) can be used for diagnosing
COVID-19. In this study, the authors have described a Mask
R-CNN (region-based convolution neural network) approach for
the detection of the ground glass opacities (GGOs) in chest CT
images of COVID-19 infected persons. The proposed approach
provides an accuracy of 98.25% during instance segmentation.
Therefore, the authors believe this proposed method will aid
health professionals to fasten the screening and validation of
the initial assessment towards COVID-19 patients.

Index Terms—Coronavirus (COVID-19); Instance segmenta-
tion; Mask R-CNN; Computer Vision; Chest CT images

I. INTRODUCTION

The outbreak of the COVID-19 pandemic in Wuhan, China
has put tremendous load over healthcare facilities throughout
the world. The limited availability of kits for diagnosis and
proper ventilation systems for treatment, has caused healthcare
systems of several countries to collapse. Several countries
have been forced to incorporate nation-wide lock downs and
curfews to curb the spread of the virus. The most popular
standard for virus validation is based on RT-PCR tests. But this
strategy generates false negatives if the viral load is not suffi-
cient. Alternatively, Radiography Scans, Chest Radiography or
Computed Tomography Imaging are considered by radiologists
to classify based on certain specific visual markers.

In this paper, the authors have used Mask R-CNN approach
to identify the ground glass opacities by performing instance
segmentation on chest CT images [1]. The main contribu-
tions of the authors are the identification of the locations of
the GGOs found typically with a peripheral and sub-pleural
distribution, which is the main CT feature of viral infection
[2]. In the proposed study, the authors were able to achieve
an accuracy of 98.25% during instance segmentation, through
which one can infer that the model would perform well even
during classification.

II. IMAGE SEGMENTATION

Image segmentation is a crucial component in various
systems involving visual data. It requires the division of
digital images into different segments. In a large variety of
applications it has a critical function, like analysing medical
images (e.g., finding tumours in the brain), video surveillance,
augmented reality, autonomous vehicles etc.

Recently, deep learning models are being implemented in
various computer vision applications and research related to
image segmentation have gained popularity.

Image segmentation can be further classified into 2 types:
• Semantic segmentation: Semantic segmentation process

involves marking pixels with a variety of entities (eg.,
balloon, vehicle, tree, human, animal) for all image
pixels.

• Instance segmentation: Instance segmentation [3] is a
further identification and delineation of each object of
interest in the image.
As an example, consider an image consisting of balloons
Fig. 1, there will be 4 fundamental steps to be followed
for Instance Segmentation. First is classification which
means one needs to specify the model that there is a
balloon in this image. Then comes semantic segmentation
in which the model will detect all balloon pixels. After
performing semantic segmentation object localization is
performed i.e, there are 7 balloons in this image Fig. 1
at these coordinates (overlapping of images is also taken
into consideration). Last step consists of Instance seg-
mentation of the 7 balloons i.e, the model will specify
the pixels at which balloons are present.

III. GROUND GLASS OPACITIES (GGOS)

The SARS-CoV-2 virus causes typical fever, cough, myalgia
and dyspnoea but sometimes lead to severe pneumonia mostly
among senior citizens. These in-turn causes extreme damage
to lungs. In majority cases 80% shows mild symptoms, 14%
show symptoms of pneumonia, 5% suffer from organ failure
(mainly respiratory organs like lungs) and for 2% of the cases,
it turns to be fatal. Covid-19 severely damages the lungs and
the alveoli (which is responsible for transferring oxygen to the
blood vessels) [4]. Fig. 2 consists of 4 CT images of lungs
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Fig. 1. Various steps to be undergone to perform Image Segmentation

of COVID-19 infected patients. The arrows on these images
points to the regions where there is high possibility of the
presence of GGOs.

Fig. 2. CT images of lungs pointing at the GGOs [5]

The CT scans of lungs of the affected patients showed a
common manifestation i.e, the existence of multifocal nodular
ground-glass opacities (GGOs), typically showing sub-pleural
and peripheral scattering [6]. GGO could be identified by
observing white-flecked patterns seen on lung CT scans.
It has been confirmed by medical experts that GGOs are
not found in healthy lungs or exposure to air pollution or
smoking. Specifically ground-glass opacities can be caused by
various other lung diseases but there’s a distinct distribution
i.e,preference of certain parts of lungs in case of COVID-19
affected patients [5].

IV. CHEST CT DATASET

In this study, CT scans were provided by local hospitals
situated in Moscow, Russia dated from 1st March, 2020 to
25th April, 2020 [7]. The dataset can be downloaded from the
link provided: https://mosmed.ai/datasets/covid19 1110. The
dataset of 1110 studies contains findings of chest CT scans
affected by COVID-19 Fig. 3.

The dataset was stored in NifTi format and compressed
using Gzip. Some parts of the study were annotated by the
medical experts. The GGOs were selected as +ve pixels for
each image on the corresponding binary pixel mask during
the time of annotation of the dataset. MedSeg®, a web-based
annotation tool named was used in creation of binary masks.

Fig. 3. Datasets of CT images for (first image) normal case and (rest of
images) COVID-19 cases [7].

The extracted images from the benchmarked dataset were
not in the desired format that the model was designed to
accept. Since the benchmark dataset provides the images in
the form of .nii files for the Mask R-CNN, the authors had
to convert them into the desired format which consists of a
.png file and .json file which stores the x and y coordinates of
the segmentation regions along with image name and unique
id. The conversion of images to the desired format had an
accuracy of 99.99%. The next step involved, dividing the total
images between training and validation following the ratio of
4:1.

V. PROPOSED WORKFLOW

Fig. 4 displays the images obtained from the proposed
model’s intermediate stages. The chest CT scan images are
passed into the neural network of Convolution, which helps to
assess the edges. Since they got a feature map from CNN it
can now be fed to the subsequent layers. The next layer of the
model is the Region Proposal Networks abbreviated as RPN.
In order to generate ”proposals” for region where GGOs tend
to exist a small network is fit after convolution feature map
i.e. the output by the last convolution layer.

Fig. 4. Output generated from each module of Mask R-CNN
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The feature map then enters the RPN for getting the
probable locations of the ground glass opacities. It uses
anchors which are a set of boxes with predefined locations
and according to the inputted image it scales itself. Individual
anchors are assigned to the ground-truth classes and bounding
boxes.

It generates 2 outputs for each anchor. The first output is
the detection of classes and the second is the Bounding Box
Refinement. To be more specific it encapsulates the region
of interest in the case the GGOs. After finding the probable
regions perform RoI alignment,the feature map is sampled at
different points in RoI Align’s case and bilinear interpolation
is applied to get a precise picture of what the pixel will be at
2.93. Then the fully connected layer is called, which is used to
generate masks for the regions selected by the RoI classifier.

VI. METHODOLOGY

A. Mask RCNN

In modern technology, segmentation of images has a major
contribution towards the world of Computer Vision. These
segmentations are performed using techniques of Deep learn-
ing. R-CNN (Region-Based Convolution Neural Networks) is
the most notable Network,based on which, Fast Region with
CNN (Fast R-CNN) [8] and Mask R-CNN have been pro-
posed. Mask R-CNN [1] is an efficient general framework for
detection, localization, and instance segmentation of objects
in natural images. From Fig. 5, different modules of Mask
R-CNN can be visualized.

Mask R-CNN consists of 2 stages :
• The principal stage checks the picture and creates pro-

posals (areas liable to contain an item).
• The subsequent stage characterizes the recommendations

and produces bounding boxes and covers.

Fig. 5. Mask R-CNN framework for Instance Segmentation

Instance segmentation is difficult because of its needs. It
requires accurate detection of all entities in an image along
with segmentation of each instance precisely. To overcome this
difficulty, the authors have used Mask R-CNN which is an add-
on to Faster R-CNN. It follows the same framework but the
detection branch and mask branch run in parallel to each other

i.e, the FCN semantic segmentation [9], segmentation jobs and
arrangement, classifications are all parallelly executed. Mask
R-CNN has received 3 major changes as compared to Faster
R-CNN i.e, the use of Feature Pyramid Networks (FPN),
replacement of RoI pooling with RoI align [10]. Use of RoI
align increased the accuracy of mask R-CNN from 10% to
50%. The loss function of the Mask R-CNN model can be
represented as:

L = Lcs + Lbo + Lmsk (1)

The loss is similar to Faster R-CNN for classification
and box regression. A sigmoid per pixel is added to each
map. The map loss is then described as an average loss of
binary cross entropy. Mask R-CNN’s multi-task loss function
incorporates the loss of mask labelling (Lcls), localization
(Lbox) and segmentation (Lmask). Mask loss (L) is only defined
for the ground truth class. It decouples class prediction and
mask generation, and thus empirically better results and model
becomes easier to train.

B. Training Method

For training the Mask R-CNN model, random weights were
initialized. ResNet-101 feature pyramid network model was
chosen as the backbone of the model. The learning rate was
set to 10-3 and the learning momentum was set to 0.9. The
size of the images had to be scaled down to 640x480 to work
efficiently. The batch size was set to 2 and the model was
trained for 30 epochs on a Tesla K80 with 12GB GDDR5
VRAM.

The weights obtained during the model training process,
were continuously saved after each epoch. Since Early Stop
was implemented, the model automatically stopped the train-
ing process once the accuracy did not improve for more than
3 epochs. The final weight was re-loaded in place of the
random weights during the validation process. After successful
completion, an accuracy of 98.25% was achieved Fig. 6.

Fig. 6. Output validation images obtained after performing Mask-RCNN
segmentation on chest CT images
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VII. EXPERIMENTAL RESULTS

In Fig. 7, the ground glass opacities found on the chest CT
image, can be clearly identified. The instance segmentation
performed by the Mask R-CNN model, had perfectly masked
the GGOs present on the image. Thus, by looking at the output
image, a medical practitioner can be fully sure that the patient
is suffering from the virus. Thus, the authors have inferred
that Mask R-CNN can significantly improve the accuracy of
image segmentation.

Fig. 7. Final Prediction of the GGOs found on the chest CT of COVID-19
patient

A. Evaluation Criteria

Several evaluation criteria like region overlap and boundary
similarity are proposed to evaluate image segmentation results
[11]. The authors have selected Dice coefficient (DICE) [12]
to evaluate the overlapping of prediction and the ground-truth.

The Dice indices are derived from the following formula:

DCE =
2|α
⋂

β|

|α| + |β|
(2)

In this case, the Sorensen index, given the two masks (α)
and (β), is twice the number of pixels common to both
masks, divided by the total of each mask’s number of pixels.
An average Sørensen–Dice index score of 0.764(GGO) was
achieved by the backbone of the proposed model.

B. Related Works

Most of the research works related to COVID-19 virus,
were based on the classification of COVID-19 and normal
patients. Till now, no study has been conducted regarding
instance segmentation for detection of ground glass opacities,
which forms a visible unique pattern on the CT images of
the COVID-19 infected patients. In Table I, the authors have
compared various Models developed by other researchers in
the field of Classification of COVID-19 X-Ray/CT Images.

C. Statistical Analysis

In Fig. 8, X-Axis reflects Epochs and Y-Axis reflects the
value of loss. There was an overall decrease in loss of the
model, which signifies that the model can predict the correct
class. They got an average precision (AP=50) of 0.700 from
the precision recall curve Fig. 9, where X-Axis reflects recall

TABLE I
CLASSIFICATION PERFORMANCE OF DEEP LEARNING MODEL PROPOSED

AFTER RE-TRAINING.

Method Accuracy % COVID
Images

Normal
Images

M-Inception [13] 82.90 195 258
UNet+3D Deep Network [14] 90.80 313 229
Deep CNN ResNet-50 [15] 98.00 50 50
ResNet [16] 86.70 219 224
DarkCovidNet [17] 87.02 125 500
COVIDX-Net [18] 90.00 25 25
COVID-Net [19] 92.40 53 5526
ResNet50+ SVM [20] 95.38 25 25
VGG-19 [21] 93.48 224 700
DRE-Net [22] 86.00 777 708

and precision is expressed by Y-Axis. In case of precision-
recall graph, the curve close to the PRC for a perfect test
have a better performance level as compared to those close to
the baseline.

Fig. 8. Overall loss of the model

Fig. 9. PR-curve of Mask R-CNN

In Fig. 10, X-Axis represents Epochs and Y-Axis represents
loss value of different segments of the model. One can observe
a decreasing trend in the loss values of RPN layer which means
the model can precisely locate the expected regions. Similarly,
mask loss penalizes wrong per-pixel binary classifications
which in this case, shows a steady decrease in penalty. The
distance between the true box parameters is reflected by
bounding box loss values i.e. the coordinates of the box
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Fig. 10. There is an overall decrease in validation loss

locations. rpn bbox loss represents how accurate a model
is at locating objects with an image and mrcnn bbox loss
represents how good a model is at precisely predicting the
areas inside an image corresponding to the different objects
present. A decreasing trend in these graphs Fig. 10 show
the model is well trained and is not overfitted. However the
fluctuations in the validation loss may occur either due to high
learning rate or due to small size of validation set.

VIII. CONCLUSION AND FUTURE WORK

COVID-19 disease is continuing to spread despite the
precautions taken by the people and government regulations.
In this study, the authors have proposed COVID-SEGNET,
Mask R-CNN-based approach for the detection of ground glass
opacities (GGOs) in chest CT images of infected persons. The
appearance of GGOs and a single lesion signifies that the
disease was in its primitive phase. The automated approach
can perform classification and instance segmentation without
manual intervention with a 98.25% accuracy.

One of the current limitations in this field of study is
the scarcity of publicly available datasets of COVID-19 CT
images. For the segmentation of GGO regions the authors
have used several features but those are not adequate for
the efficiency of the model. The future work might involve
using the weights of a model that is trained on chest CT
images. Furthermore, they would also try using ResNet50
as the backbone of the Mask R-CNN instead of ResNet101
to limit the variance of the model. In addition, it is also
important to remember that input from clinicians in real-time
on the improvement of ROI detection in the scan would further
enhance model output at the time of training and inferencing.
Lastly, pre-trained models, specific to Chest Infections could
be used to limit over-fitting for instance segmentation during
pre-processing [23].
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Abstract - Breast cancer is the common type of cancer in the 

world, which is most common among women. It is found that 

there is a correlation between the breast cancer and breast 

density, hence there is a need for developing a method that 

identifies the breast density so as to reduce morbidity and 

mortality. The aim of this work is to develop a Computer Aided 

Design (CAD) system that classifies the breast density according 

to the Breast Imaging-Reporting and Data System (BI-RADS) 

standard with the help of the digital mammographic images. To 

this end, we propose an effective feature descriptor, namely 

Locally Encoded Transform feature histogram (LETRIST) for 

capturing the essential characteristics that discriminates across 

the density categories. Proposed descriptor evaluated using 

Support Vector Machine (SVM) on the Mammographic Image 

Analysis Society (MIAS) database demonstrates the efficiency of 

proposed system.  

I. INTRODUCTION 

Breast cancer is a type of cancer in which the cells present in 

the breast tissue behaves abnormally and starts to multiply 

rapidly which is uncontrollable, and this result in the formation 

of lumps or mass. In 2019, 268, 600 invasive breast cancers 

were diagnosed among women, approximately 41, 760 women 

were dead from breast cancer [1]. The other reason for breast 

cancer is breast density, women with high breast density likely 

tends to have breast cancer any sooner or later. Women with 

high breast density need to be diagnosed as early as possible, 

so that they can get some kind of treatment before it becomes 

cancerous. It is necessary to find a solution for this, so that 

there will be reduced morbidity and mortality. Designing a 

computer aided design (CAD) system for the detection of 

breast cancer is the best option to assist radiologist and 

physicians to diagnose it at an early stage [19]. Breast density 

is categorized into four classes according to the Breast 

Imaging-Reporting and Data System (BI-RADS). The four 

classes of BI-RADS are shown is Fig 1. Classification of breast 

density based on BI-RADS standard is as follows: 

 

 • BI-RADS I: Almost entirely fatty breast (0–25%). 

 • BI-RADS II: Some fibro-glandular tissue (26–50%). 

 • BI-RADS III: Heterogeneously dense breast (51–75%). 

 • BI-RADS IV: Extremely dense breast (76–100%).  

Visual judgment of mammograms to estimate breast density is 

a crucial task, so CAD systems developed can aid the 

radiologists for detecting the breast cancer.  

 

Fig 1: BI-RADS Classes 

The proposed methodology includes pre-processing, 

segmentation, feature extraction, dimensionality reduction and 

classification of digital mammogram images. Pre-processing of 

the digital mammogram images are done at two stages, Stage 

1: removing the noises encountered during acquisition and 

removal of artifacts such as labels and tags; Stage 2: contrast 

enhancement. Segmentation is an important step in 

mammogram image processing; this is because presence of 

pectoral muscles affects the classification performance of the 

classifier due to its intensity which is almost same as that of the 

denser area or the mass so, the pectoral muscle is removed 

before proceeding with the next step. Breast region is extracted 

after the removal of the pectoral muscle, which will be used for 

feature extraction process. The major contribution of the work 

is in analysing the variation across density categories using 

effective feature descriptor namely Locally Encoded Transform 

feature histogram (LETRIST). To exploit the correlation 
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between the features to extract the reduced dimensional 

discriminative feature vector, principal component analysis 

(PCA) was employed.  The remaining sections cover the 

literature survey, methodology, experimental results and the 

conclusion of the proposed project work. 

II. LITERATURE SURVEY 

 Recent literatures related to mammograms pre-processing, 

segmentation, feature extraction and classification inspired in 

designing a computer aided design (CAD) system for the breast 

density classification using mammogram images. Chen et al. 

[2] has used fuzzy C algorithm for finding the region of interest 

(ROI), pre-processing includes median filtering. Extracted the 

statistical features; the extracted features are given to the KNN 

classifier and decision tree classifier. Vaidehi et al. [3] has 

done the artifact and pectoral muscle removal. The Haralick 

texture features are extracted from the interleaved 9x9 block 

using candidate block splitting. The extracted features are 

classified into dense, glandular, fatty using the support vector 

machine (SVM). Jen et al. [4] has employed global 

equalization transformation to stretch the image intensity to full 

range of 0 – 255. The uniform and the gaussian type noises are 

removed using the mean filter.  

The breast density is classified according to the BI-RADS 

category using Uniform Local Directional Pattern (ULDP) 

texture descriptor by Moreno et al. [5]. Both linear SVM 

(LSVM) and non-linear SVM (NLSVM) are used for decision 

making. Wener et al. [6] has performed reduction of the 

original image size so as to reduce the computation time. To 

identify the dense and non-dense breasts variance filter was 

used. Mean filtering and Contrast Limited Adaptive Histogram 

Equalization (CLAHE) was performed to remove noise and 

enhance the contrast of the image. Alhelou et al. [7] has used 

IRMA dataset as input and extracted a bag of features such as 

Local Binary Pattern (LBP), Gray Level Co-occurrence Matrix 

(GLCM), Gray Level Run Length (GLRL) and Wavelet 

Transform (WT). The Support Vector Machine (SVM) using 

Sequential Minimal Optimization (SMO) has outperformed and 

obtained an accuracy of 59%. CAD system was designed by 

Vidivelli et al. [8] which removes the noises, labels and 

artifacts automatically by morphological operations. Rampun 

et al. [9] and the other authors has attempted using a new 

variant of Local Binary Pattern (LBP) known as the Local 

Ternary Pattern (LTP). Extracted the LTP texture feature from 

the Fibro-Glandular Disk (FGD) region rather than extracting it 

form the entire breast region. When these features were fed 

into the SVM classifier, a ten-fold cross validation was 

performed and achieved 82.33% accuracy considering only the 

FGD region.  

Breast density classification using LQP with various 

neighbourhood topologies was performed by Rampun et al. 

[10]. The input image was pre-processed and the LQP texture 

feature was extracted from the FGD region of the breast. A 

multi-resolution and multi-topology approach along with Local 

Septenary Pattern (LSP) was carried out by Rampun et al. [11]. 

Used dimensionality reduction technique to select the dominant 

pattern to reduce the overlapping texture information. For both 

MIAS and InBreast database, the Multi-LSP ellipse topology 

achieved the highest classification accuracy of 73.6%. Haipeng 

Li et al. [12] has used multi-fractal spectrum and histogram 

analysis to classify the digital mammograms. The breast region 

segmentation was performed after the pre-processing and the 

sub-regions were obtained from it so as to capture the fibro-

glandular texture features. The feature vectors are extracted 

from the multi-fractal spectrum to calculate the breast density 

and to classify it into fatty/dense category. George et al. [13] 

employed contour growing, extracted Elliptical Local Binary 

Pattern (ELBP) descriptors and Local Directional Patterns 

(LDP) from the ROI’s of FGD & whole breast region to 

compare the classification results.  

The ROI’s obtained from the FGD region attained highest 

accuracy than the whole breast region for MIAS database. 

Rampun et al. [14] removed the salt and pepper noise using 

median filter. The breast boundary was estimated using the 

region based active contour and the restricted contour growing 

was incorporated to obtain the edge information for pectoral 

muscle boundary estimation. The obtained dominant patterns 

were fed into SVM classifier for classification. Tiecheng Song 

et al. [15] proposed a new texture descriptor called LETRIST 

and used it to classify texture images of different texture 

datasets. The main advantage of using this feature is it is 

rotation invariant, insensitive to noise and yet discriminant. 

The LETRIST recognition rate for Outex and KTH-TIPS 

datasets are 100% and 99% respectively. John et al. [16] 

proposed LETRIST for face recognition and achieved an 

accuracy of 99%. Compared with LBP and LTP, LETRIST 

shows very strong anti-noise ability. 

III. METHODOLOGY 

The proposed methodology consists of the pre-processing, 

segmentation, feature extraction, dimensionality reduction and 

classification. Fig. 2 shows the work flow of the proposed 

methodology.  

A. Database: 

The proposed methodology is evaluated using the publically 

available dataset, Mammographic Image Analysis Society 

(MIAS). The MIAS dataset consist of 322 digital mammogram 

images which are labelled into three classes (fatty, glandular 

and dense) according to BI-RADS standard.  

B. Pre-Processing:  

The pre-processing is the basic and very important step in 

image processing [21]. The images are pre-processed so that if 

any kind of noise present in it can be removed to view the 

image clearly [22]. Contrast enhancement is also performed to 

adjust the contrast of the image so that even the precise details 

can be observed. The artifacts are also removed in the pre-

processing stage which might produce less classification 

accuracy. 
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Fig 2: Proposed Methodology 

Median Filtering:  

 Median filtering, a non-linear filtering technique [3] is used 

for removal of impulse noise present in the image, it resembles 

sprinkled black and white dots that preserves the edge 

information. The algorithm of this technique as follows: A 

window is present say, 3x3 (default) sized window, and this 

window slides throughout the image pixel by pixel. The pixel 

values are arranged in ascending order and then each centre 

value of the window is replaced with the median value (middle 

value) of the neighbourhood pixels.  

Contrast Limited Adaptive Histogram Equalization 

(CLAHE):  

Contrast Limited Adaptive Histogram Equalization (CLAHE) 

is an image processing technique used to improvise the contrast 

of the image thereby reducing the noise amplification [12]. 

This calculates the contrast transfer function for each and every 

tile present in an image. And finally, to eliminate the 

boundaries induced artificially bilinear interpolation is used. In 

this project CLAHE is used to enhance the contrast of the gray 

scale image.  

C. Segmentation: 

Image segmentation is performed to segment the region of 

interest (ROI) or object of interest [22]. This reduces the 

computation time because further image processing is 

concentrated only on segmented ROI of the image. 

Pectoral Muscle Removal:  

Pectoral muscle is visible in the Medio-Lateral Oblique (MLO) 

view of the mammographic images. It is present in as 

triangular shaped region at one side of both the left and right 

mammogram images. Removal of pectoral muscle is very 

important because, the intensity of pectoral muscle is as bright 

as the intensity of the denser region of the breast. And this 

might lead to misclassification of breast density. Hence, in this 

proposed methodology the pectoral muscle is removed by gray 

threshold and morphological operations [4]. The gray threshold 

(t) is performed to differentiate the foreground from the 

background region. Based on the threshold value the pixel 

values greater than the thresholds (t) are assigned as 1 and the 

pixels values below thresholds (t) are assigned as 0 followed by 

morphological operation. 

Breast Region Segmentation:  

The breast region consists of the fatty or glandular or dense 

region, fibro-glandular disk region (FGD) and the nipple area. 

Segmentation of the breast region plays a major role in 

identification of the breast density. The breast region is 

segmented with the help of boundary detection technique [5] 

after the detection of the breast boundary the breast region will 

be extracted leaving behind the background region. 

D. Feature Extraction:  

Local Binary Pattern (LBP):  

Local binary pattern (LBP) is a texture feature which gives the 

texture information of the input image. LBP is a local feature 

and it extracts the texture features from the local 

neighbourhood of the centre pixel. Let us consider the default 

LBP feature extraction algorithm in which the radius, R is 1 

and the number of neighbourhood, n is 8. In this case there will 

be a 3x3 matrix in which the centre pixel value must be 

considered as the threshold value, depending upon that 

threshold value (t), the neighbourhood pixel values will be 

assigned as 1 and 0. The pixel value greater than the t will be 1 

and the pixel value less than t will be assigned as 0. Now, the 

LBP for each pixel in an image is calculated and the LBP 

histogram or LBP feature vector will be constructed. 

Locally Encoded Transform feature histogram 

(LETRIST):  

Locally encoded transform feature histogram (LETRIST) 

explicitly encodes the combined information within an image 

across feature and scale space. The following steps are 

involved in obtaining the LETRIST texture feature extraction:  

 1. Extremum Filtering: The extremum filtering is performed to 

get the useful information and to extract the rotation invariant 

local features.  

2. Feature Transformation: The features obtained from the 

extremum filtering are transformed with the help of the linear 

and non-linear operators.  

3. Scalar Quantization: Scalar quantization is performed to 

quantize the transformed features into discrete texture codes.  

4. Cross-Scale Joint Coding and Image Representation: The 

final histogram is obtained by aggregating all the texture codes.  

The LETRIST texture descriptor at the final image 

representation stage consists of 413 dimensional image 

descriptors. The main advantage of this LETRIST texture 

feature is that it is discriminative, insensitive to noise and 

computationally efficient.  

E. Dimensionality Reduction:  

Dimensionality reduction technique is used for the higher 

dimension feature vector for reducing the dimension space into 

low dimension vector which retains all the important properties 
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and the information of the higher dimension input feature 

vector [18]. Principal component analysis (PCA) is a technique 

applied to larger dataset to get the strong features and eliminate 

the variations. In this way the dimension of the larger input 

dataset will be reduced, which in turn minimizes the 

classification computation time. The LETRIST texture feature 

is dimensionally reduced from 413 feature vectors to 50 feature 

vectors, which in turn reduces the computation time.    

F. Classification:  

Classification in image processing is done after analysing 

various numerical properties of the input images extracted 

features and the categorizing it into different classes [17]. The 

classification algorithm has got two processing steps called 

training and testing. Support Vector Machine (SVM) was 

employed for classification.  

IV. RESULTS AND DISCUSSIONS 

The proposed methodology is validated on publically available 

database such as MIAS. In this experiment 208 normal 

mammogram image of MIAS dataset is used in which 76 

images – dense, 65 images – glandular and 66 images – fatty 

for three class classification, for two class classification the 

glandular images are labelled as dense images, wherein there 

will be 66 images for fatty and 144 dense images respectively. 

The input mammogram image is shown in Fig 3(a). The 

images are pre-processed by removing the labels followed by 

the removal of the unwanted noises that are present in the 

image which is performed by the 5x5 median filters (Fig 3(b)). 

Here, CLAHE is used for contrast enhancement of the image 

and the result is shown in Fig 3(c). In the proposed 

methodology the pectoral muscle is removed by gray 

thresholding and morphological operations. The result of 

artifact removal (label/tag) is shown in Fig 4(a). The 

mammogram images after the removal of pectoral muscle is 

shown in Fig 4(b). The breast region is extracted by the region 

growing method which is shown in Fig 4(c). The texture 

features including LBP and LETRIST are extracted from the 

breast area. The LBP texture feature consists of 59 feature 

vectors for each image and the LETRIST consists of 413 

feature vectors. To reduce the dimension of the obtained 

feature vector, PCA dimensionality reduction algorithm is 

performed. The LETRIST 413 feature vectors are reduced to 

50 feature vectors for each and every sample used in this 

proposed work. Finally, the extracted texture features are fed in 

to support vector machine (SVM). Parameter optimization and 

performance assessment was performed using 10 fold cross 

validation. Grid search was employed for parameter tuning to 

avoid over fitting. 

The combination of LETRIST and SVM-polynomial kernel 

classifier achieved an accuracy of 98.6% for two class 

classification and 78.5% for three class classification. For the 

same dataset, LBP obtained an accuracy of 97.6% for two class 

classification and 71.4% for three class classification. 

Experimental results shows, the proposed descriptor 

outperforms LBP by 7.2% for three class classification. As the 

number of classes increases, the variation within the data 

increases and the proposed descriptor effectively captures those 

variations for three class problem. Table 1 and 2 shows the 

comparison of the proposed methodology results with the state-

of-the-art techniques for two classes and three class 

classification of MIAS dataset. The confusion matrix (CM) for 

LBP is shown in Table 3 & 4 and confusion matrix for 

LETRIST 2 class & 3 classes is shown in Table 5 & 6 

respectively.  

 

Fig 3: Pre-processing Result (a) original image, (b) median filter, (c) CLAHE 

filter 

 

Fig 4: Segmentation Result (a) Label removal (b) Pectoral muscle removal (c) 

Breast region extraction 

 

TABLE 1: COMPARISON RESULTS -TWO CLASS CLASSIFICATION 

 

TABLE 2: COMPARISON RESULTS -THREE CLASS CLASSIFICATION 

 

 

TABLE 3: CM OF LBP FOR TWO CLASSES 
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TABLE 4: CM OF LBP FOR THREE CLASSES 

 
 

TABLE 5: CM OF LETRIST FOR TWO CLASSES 

 

 
 

TABLE 6: CM OF LETRIST FOR THREE CLASSES 

 

 
 

V. CONCLUSION 

Breast cancer is impacting women all over the world. It is 

necessary to diagnose it at an early stage [20]. In this, breast 

density plays as a major risk indicator for breast cancer. The 

proposed work addresses the development of Computer Aided 

Design (CAD) system for density classification. Proposed 

locally encoded transform feature histogram (LETRIST) 

feature vector effectively captures the variation within the data, 

obtaining a maximum accuracy of 78.5% for three class and 

98.6% for two classes. The performance can be further 

improved by extracting fibro-glandular disk region instead of 

the whole breast area and employing various feature fusion 

techniques.  
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Abstract—Presently, lung infection is severe to humans that 

leads to death if left untreated, and Tracking down a disease on 

the dot is a way we get out of a hock. Recurrently, the eleventh-

hour tracking of bugs or incertitude in prognosis margins to 

voluminously hefty blow-offs. Deep learning branches out a 

scheme to cut and run of it. Deep learning models work on 

medical images to detect the type of lung disease. The 

fashioning of a gadget aids the medical technicians to put a 

finger on the type and also sub-type of the syndrome without 

chaos by postulating the prototype as input to it, to enforce the 

primitive and definite therapy. Grail is to define a common 

system that categorizes all possible lung diseases like cancer, 

TB, Pneumonia, and COVID from CT or CXR images. 

Keywords— Deep learning, CT, CXR, lung disease. 

I. INTRODUCTION 

There are several sorts of diseases comprehending with 
the lungs such as tuberculosis, pneumonia, Chronic 
obstructive pulmonary disease (COPD), covid-19, and so on. 
Consistently, such cases are misdiagnosed. Despite the 
methodologies like bronchoscopy would help in diagnosing 
the syndrome, it would not guide a certain set of victims 
accounting to their health conditions. When such aliments 
are misdiagnosed, it would breed very severe outcomes that 
allot demerits for ages. Uncertainties would surely provoke 
mishaps. Hence, there's a primary requisite for a paradigm 
that emends the cited issues in diagnosing. 

Heretofore, the CAD tool is used for ferreting out 
disease. It takes input as CT, CXR images, and tries to 
discern a nodule. It also undergoes three stages (1). It 
classifies the kind of disease from presumed types i.e., it pin-
downs TB, Pneumonia images under their respective classes. 
(2). It confines the clustering of nodules in the images in the 
detecting phase. It turns-out to produce images that have 
bounded the diseased region. (3). Each pixel of images is 
split into their classes i.e., the pixels of lesion and pixels of 
vigor. 

In the recent past, AI also works on images and discerns 
the class of disease. Scientists have created a Neural 
Network based on the principles of AI that predicts in good 
accuracy. In this survey paper, we will discuss different 
Machine Learning (ML) and Deep Learning (DL) models 
the collaborate themselves for the identification of lung 
disease. Adverse to it, the model is necessitated to get 
equipped with diverse data sets to brace up the certainty of 
it. Incongruously, data augmentation can be put into effect to 
accustom the model. components, incorporating the 
applicable criteria that follow. DL has been transpired as one 
of the breakthrough technologies of the recent year and 

evolving in ML and computer vision. DL is a revival of the 
convolutional neural network (CNN) with the ability to learn 
and make intelligent decisions, which is key to apply deep 
learning networks in medical images. 

II. METHODS 

1) Literature search strategy: 

The search of the overall survey was done in IEEE 

Xplore by using the following keywords: “lung disease”,” 

TB”,” Covid-19”,” Pneumonia” with input type as medical 

images as well as segmented data. Added to this, we 

particularly concentrated on a research article that worked 

on DL and ML algorithms to classify lung disease. 

2) Study selection and eligibility criteria: 

Studies that met the following requirements were 

included:  

• Reach papers that are new. 

• Medical images or image texture as input. 

• Enough information that talks about accuracy as the 
performance metric. 

• Research papers for lung disease using a DL and ML 
algorithm. 

Lung cancer was left out because most recent articles just 

focused on it briefly. 

3) Data extraction:  

  On each deserving work, we independently extricated its 

following data: the algorithm suited, prophesy, dataset 

source and scale, augmentation, and image type. We've 

focused on how segmentation techniques work and how 

approaches are used to achieve accuracy. Without 

segmentation, the result shown in the recent past has a high 

level of accuracy. 

III. TECHNIQUES IN DEEP LEARNING AND MACHINE 

LEARNING 

A. Convolutional Neural Network (CNN): 

CNN is the prevailing classification algorithm (both 
binary and multi-class) that has become a prior model in 
various domains like computer vision, radiology. CNN 
model can be built on supervised and unsupervised 
techniques. Some of the layers are convolution, pooling, and 
fully connected which are called building blocks of CNN 
[10,19]. A variant of CNN is DCNN. It is the same as CNN 
but after the last max-pooling layer, the dropout function is 
used to prevent overfitting of the model. It is a classification 
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algorithm (multiclass) and the accuracy of DCNN tumbled 
down in uncertain cases. 

B. Bayesian Optimization Algorithm (BOA): 

A Bayesian optimization algorithm is an optimization 

function applied on CNN to return optimized classification 

model hyperparameters. BOA’s goal is to identify validation 

errors set by using the Bayesian formula during model 

training. The function is correlated after the SoftMax layer. 

B-CNN (CNN with Bayesian Optimization Algorithm) 

validates results produced by the SoftMax layer by filtering 

confusion cases on calculating variance to increase 

accuracy. BOA works on the Bayesian theorem (i.e., 

calculates the probability of ongoing event) and tedious 

[14,24].

TABLE I.  DATA SET DESCRIPTION OF EXISTING WORKS  

Prog

nosti

cate 

 

Year Refe

renc

e 

Input 

type 

Image Type Segmentatio

n 

Dataset Source of DataSet 

Covi
d19 

2020 [7] Image Chest 3D Image Lobe 
segmentation 

- 3D-UNet 

4657 (936-Normal, 
2406 – ILD, 1315 – 

Covid19) 

Own collected dataset from different 
hospitals 

2020 [11] Image 

 

X-Ray, Ultrasound, CT 

Scan 

No 60,823 – X-Ray, 746 – 

CT Scan, Ultrasound - 

911  

National Institute of 

Health (NIH) Chest X-Ray dataset, 

COVID-CT Dataset, POCOVID-Net data 

set, X-Ray COVID-19 dataset 

2020 [5] Image Posterior-Anterior (PA) 
and Anterior-Posterior 

(AP) XR Chest X-Ray 

Yes (U-Net 
semantic 

segmentation 

algorithm) 

79500 HM hospitals covid19, BIMCV covid19, 
Actualmed Set (ACT), China Set-  

-The Shenzhen Set, The Montgomery 

Set, ChestX-ray8, CheXpert, MIMIC-
CXR  

2020 [19] Image Posteroanterior (PA) Chest 

X-Ray 

No 33,231 CheXpert, ChestX-ray8, GitHub 

for COVID-19 X-rays 

2020 [15] Image Posteroanterior (PA) Chest 

X-Ray 

No 5000 Own collected dataset from publicly 

available dataset 

2020 [2] Image Posterior-anterior (PA) and 

anterior-posterior (AP) 
Chest X-Ray 

No 1394 Kaggle, NIH Chest X-rays, J. P. Cohen, 

P. Morrison, and L. Dao, “Covid-19 
image data collection,” 

Pneu

moni

a 

 

2021 

[8] Image Chest X-Ray No Viral pneumonia - 

5,977, Non-viral 

pneumonia - 18,619, 

Healthy controls - 

18,774 

X-VIRAL and 

X-COVID 

2020 [10] Image Posterior-to-anterior 
(AP)/anterior-to-posterior 

(PA) image of chest X-ray 

No 423-COVID-19, 1485- 
Viral Pneumonia, and 

1579 – Normal 

Kaggle databases, Italian Society of 
Medical and Interventional 

Radiology (SIRM) COVID-19 

DATABASE, Novel Corona Virus 2019 
Dataset, COVID-19 positive chest x-ray 

images from different 

Articles, COVID-19 Chest imaging at 
thread reader 

2020 [12] Images

, 

Video, 
clinical 

and 

demogr
aphic 

inform

ation 

Lung Window Images, 

High Attenuation Images, 

Low Attenuation Images 
and chest CT scans Video 

Text 

segmentation 

in Chinese 
words 

Normal - 450 and 

pneumonia - 450 

Private dataset from the Radi- 

ology Department of The First Af_liated 

Hospital of Army 
Medical University and hospital PACS 

(Picture Archiving and Com- 

munication Systems) 

2020 [23] Image Chest CT Hand-crafter 

lung 

segmentation 
algorithm 

Healthy: 73282 

COVID-19: 32301, 

H1N1: 1981, CAP: 
11172 

PACS, Shanghai Public Health Clinical 

Center, Fudan University medical history 

2020 [22] Image  CT Pneumonia 

infection 
Mask (upper 

right) and the 

lung 
MAsk 

(bottom right) 

using VB-Net 
toolkit  

4,982 Tongji Hospital of Huazhong University 

of Science and Technology, Shanghai 
Public Health Clinical 

Center of Fudan University, Xiangya 

Hospital of 
Central South University, the Hospital of 

Jilin University, 

Ruijin Hospital of Shanghai Jiao Tong 
University School 

of Medicine, Hangzhou First People’s 

Hospital of Zhejiang 
University, the Beijing Chaoyang 
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Hospital of Capital Medical 
University, and Sichuan University West 

China Hospital. 

2020 [1] Image  CT No 5856 University of California, San Diego, 

Kermany et al., 2018 

2019 [4] Image CT No 2000 (lobar 

pneumonia, bronchial 
pneumonia, 

interstitial pneumonia 

and bronchiolitis) 

Own Data set collected from Hospitals 

TB 2020 [18] Image Chest X-Ray No Normal-1,583, 
bacterial and viral 

pneumonia - 4,273 

RSNA, Pediatric pneumonia, Indiana 
dataset, Shenzhen CXR collection 

2020 [16] Data TB Strain and genome 
sequencing 

No 144 sputum Through Belarus TB Portal 
http://tuberculosis.by. The Republican 

Scientific and Practical Center of 

Pulmonology and Tuberculosis of 
Ministry of Health of Belarus 

2013 [17] Image Conventional 
posteroanterior chest 

radiographs 

Graph cut 
segmentation 

method 

Total: 753, 
Normal: 420, 

Abnormal: 333 

Health department in the United 
States, and a set collected by Shenzhen 

Hospital, China 

2015 [6] Image Posterior 

anterior chest radiograph 
(CXR) 

Lung 

segmentation, 
texture 

feature 

extraction and 
pixel 

classification 

917 Urban health center in Lusaka, Zambia.  

2020 [24] Image Chest X-Ray No 800 images are taken 
in which 394 are TB 

positive and rest are 

normal. 

Montgomery and Shenzhen 

2020 [20] Image Chest X-Ray U-net models 3500 TB infected and 

3500 normal 

ChexNet, DenseNet201 

COP

D 

 

2017 

[9] Image Posteroanterior chest 

radiographs 

(CXRs) 

ROI+Lung 

region 

symmetry 

Computation 

Normal: 498, 

Abnormal: 478 

U.S. National Library of Medicine, and 

National 

Institute of Tuberculosis and Respiratory 

Diseases, India 

 
2020 

[14] Image 3D lung airway tree Deep airway 
segmentation 

embedded in 

n Mimics 

COPD:190, HC: 90 Central Hospital Af_liated to Shenyang 
Medical College 

 
2017 

 

[21] Image CT Scan to feature vector Lung Mask 
extracted by 

region-
growing 

algorithm 

8 x4 x 10 = 320 
features 

Danish Lung Cancer 
Screening Trial, COPD Gene study, 

National 
Jewish Center in Denver, Colorado, 

Frederikshavn hospital in 

Denmark 

 
 

2020 

[13] Text Demographic information, 
Electronic medical record 

information, examination 

results, 
health self-scores, and 

follow-up information 

- Total:1999, 
COPD – 829, non-

COPD - 1021 and 

undiagnosed -149 

Clinical Medical Science 
Data Center 

C. Generative Adversarial Networks (GAN): 

The lung image segmentation is performed by generative 

adversarial networks on the chest X-Ray image. The 

generative model is trained by GANs by addressing the 

problem in a supervised fashion. It works on two-phase, 

generator model and discriminator model. The generator 

model(U-net) produces a binary image (generated image) as 

output for the respective X-Ray image. The discriminator 

model classifies whether it is a mock or not based on ground 

truth. To restore the gradient weight of the network and 

maintain morphology, skip connections of U-Net are used. 

High computing power and cost are considered as an 

impediment of GAN [3,19]. 

D. Support Vector Machine (SVM): 

SVM is a widely used classification algorithm in 
machine learning (supervised algorithm) due to its 
effectiveness, reliability, and ability to handle high 
dimensional feature space, where numbers of features are 
considered to be very small. It can resolve both classification 
and regression problems. For SVM, each data object is 
plotted as a point for n-dimensional space with the value of 
each variable being a common coordinate value. Then 
perform classification by locating the hyperplane which very 
well distinguishes the two groups[4,6,17]. 
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E. K-Means Clustering(Knn): 

 K-Means Clustering is a kind of Unsupervised Machine 
Learning Algorithm. Simply put, it takes datapoint as input 
and returns k no of cluster i.e., clustering means clumping 
data based on the rife feature. The concept behind K-Means 
is that we want to assign k new points to the data received, 
known as a Centroid – is about to try to concentrate on the 
middle of one of the clusters. Once that ends, our algorithm 
stops clustering [2]. 

F. Adaboost Algorithm: 

A multitude of weak classifiers is combined with the 
AdaBoost algorithm to carry out the strong classifier. This 
algorithm is iterative. Training the different weak classifiers 
with the same training set and combining them pursuant to 
the weight ratio to cast a strong classifier is the fundamental 
hypothesis [4]. 

G. GDCNN: 

Deep convolutional neural network in short DCNN is a 

classification algorithm. Here experiment is performed on a 

genetic-based DCNN model which was developed based on  

gene map. It is necessary to observe DCNN 

operations(encoding) are based on gene schematic and 

trained model is close to 100 epochs so GDCNN has high  

Fig. 1. Literature Survey Diagram.  

computational and spatial complexity [15]. 

IV. DISCUSSION 

Faizan Munawar  et al., presents GAN [2]. The lung CXR 

image segmentation is performed by generative adversarial 

networks on the chest X-Ray image. The generative model 

is trained by GANs by addressing the problem in a 

supervised fashion. It works on two-phase, generator model 

and discriminator model. The generator model(U-net) 

produces a binary image (generated image) as output for the 

respective X-Ray image. The discriminator model classifies 

whether it is a mock or not based on ground truth. 

Zain Ul Abideen et al, predict tuberculosis by 
implementing B-CNN. The images from Montgomery and 
Shenzhen are taken and fed to the CNN model [24]. The 
performance of CNN fails when uncertain cases occur. To 
conquer this, B-CNN is revived. Results show the accuracy 
of B-CNN is higher than other deep learning models. 

From table I and II we discuss the feature that 

characterize the model (i) Image type, (ii) Segmentation, 

(iii) Augmentation, (iv) Technique used, (v) Epoch, (vi) 

Learning rate, (vii) Performance.  

For the 1st feature (image type) most of the survey papers 

have used 2D CXR or CT scan where the majority of CXRs 

is in the PA view and suited most diseases. R. Du et al., [14] 

proposed B-CNN would wear a 3D lung airway tree as 

input. 3D views of 2d images are taken and modeled. This 

means that top, front and side views are taken into 

consideration. This helps the model to overcome data 

insufficiency and gives different views of the nodule. On the 

other hand, V. Cheplygina et al., [21] used feature vector 

and shape vector as input for the model. These are the 

results of segmentation. 

For 2nd feature(segmentation), instead of giving the entire 

image as input, we do segmentation as the intermediate step 

of pre-processing which results in vector-like texture, shape, 

feature. These results are target attribute given for the model 

for classification. In [5-7,20], authors used U-Net for lobe or 

nodule segmentation. It segments the pixels of similar types 

and produces a bounded nodule area as input to the target 

model. Generally, segmentation is meant to increase 

accuracy, but in the recent past [1,2,4,18,19] authors have 

given superior accuracy without the need for segmentation. 

With the third feature (augmentation), it reduces the need 

to collect fresh data by increasing the data size. It adds 

heterogeneity in existing data by doing [5,7,8,15] rotation, 

flipping, elastic, deformation, and scaling. In each case, the 

DL model takes these images as a new one for the process. 

Most of the covid19 and pneumonia classifier needs 

augmentation where S. Sakib et al., [19] have used GAN [3] 

(neural network model) for augmentation for the 

classification of covid19. 
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TABLE II.  ANALYSIS OF TECHNIQUES IN EXISTING WORKS 

Prog

nosti

cate 

 

Refe

renc

e 

Classes Augmentation ML/

DL 

Name of the 

Algorithm/Model 

Description 

Image Size Epoch Lear

ning 

Rate 

Performanc

e Metrics 

(Accuracy) 

Covid

19 

[7] Non-

Pneumonia, 
ILD (Interstitial 

Lung Disease), 

Covid19 

Rotation, Flipping DL 

 

Detection and 

Classification based 
separate blocks. 3D ResNet 

+ Prior Attention Strategy 

96x96x96 30k 0.00

01 

Non-

Pneumonia: 
91.5% 

ILD:89.4% 

Covid19:93.
3% 

[11] Normal, 

Covid19, 

Pneumonia 

Yes DL 

 

Transfer Learning - 

VGG16, VGG19, 

Xception, 
InceptionResNet, 

InceptionV3, 
NASNetLarge, 

DenseNet121, 

ResNet50V2 

224_224 pixels 

for VGG16/19 

and 299_ 
299 pixels for 

InceptionV3 

100 10-3 

– 10-

5 

VGG19 86% 

for X-Ray, 

100% for 
Ultrasound 

and 84% for 
CT 

Scans 

[5] Covid-19, 

Pneumonia, 

Control 

horizontal 

_ip, Gaussian noise 

with a variance of 

0:015, rotation, 
elastic 

deformation, and 

scaling 

 Modified COVID-NET2 224x224 24 

Batch 

size = 

32 

2-5 91.67 

[15] Normal, 

Covid19, 

Pneumonia 

rotation, flipping, 

over-sampling and 

small distortion 

DL GDCNN - 100 - 98.84% 

[19] COVID-19, 
pneumonia, and 

normal 

Yes - generative 
adversarial network 

(GAN)[3] model 

for data 
augmentation 

DL DARI algorithm + 
CNN 

- 20 0.00
1 

COVID-19 – 
99.45% 

pneumonia – 

84.84%. 
Normal – 

83.04% 

[2] COVID-19 and 
normal 

Yes DL + 
ML 

Transfer Learning: CNN 
trained on ImageNet + ML 

(Bayes, MLP, SVM, RF, 

KNN)  

224x224 10 - MobileNet + 
SVM: 98.5% 

Pneu

moni
a 

[8] Viral-

Pneumonia and 
Normal 

random cropping, 

and horizontally 
flipping 

DL confidence-aware anomaly 

detection (CAAD)model 

448x448x3 20, the 

batch 
size to 

40 

5 × 

10−4, 
whic

h 

deca
ys 

linea

rly to 
10−6 

87.57% 

[10] i) Normal and 

COVID-19 

pneumonia;  
ii) Normal, viral  

and COVID-19 

rotation, and 

translation. After 

Augmentation=10,0
27 

DL Transfer Learning - Pre-

trained deep Convolutional 

Neural Networks (CNN) 

SqueezeNet:227

x227, 

ResNet18, 
ResNet101, 

VGG19 and 

DenseNet201: 
224x 224, 

Inceptionv3: 

299x299 

mini-

batch 

size: 
16,Bac

k 

Propag
ation 

epochs:

20 

10-3 >97% for all 

categories 

[12] Normal, 

Pneumonia 

No DL + 

NLP 

Multi-channel Multi-modal 

Recurrent Convolutional 

Neural Network along with 
LSTM 

25x25x25 

voxels cube 

converted into 
vectors for 

LSTM 

3000 Initia

l 

Rate 
10-4 

95% 

[23] Healthy, 
COVID-19, 

H1N1, CAP  

Yes DL ResNet-50 based Novel 
Model 

512x512 110/90 0.01/
0.00

1 

94.18% 

[22]  Community 

Acquired 

Pneumonia 
(CAP), COVID-

19 

Yes DL Online attention module 

With a 3D convolutional 

network (CNN) - two 3D 
ResNet34 networks with 

attention map 

32x32x3 20 0.00

02 

87.5% 
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[1] Normal, 
Pneumonia 

No Neur
al 

Mod

el 

Quantum BP neural 
network (QBP) based on 

quantum particle swarm 

optimization (QPSO) 

64x64 3000 0.01 96.07% 

[4] Normal, 
Pneumonia 

No ML LDA-SVM 6-D feature 
Vector 

- - 92.75% 

TB [18] Normal, Viral 
and bacterial 

Pneumonia 

No DL Customized CNN and 
ImageNet Pretrained model 

224x224 100 - 94.1% 

[16] MDR and XDR 

tuberculosis - 
Resistant and 

susceptible 

No ML Logistic regression, 

Random forest and 
Gradient boosting 

- - - 90% 

[17] Normal, 

Abnormal 

No ML SVM 2048x2048 - - 84% 

[6] Lesion lung 
portion with 

abnormality 

No ML multiple-instance learning 
(MIL): si-mi SVM +PEDD 

1024x1024 - - 90% 

[24] TB and non-TB No DL B-CNN 224 x224 - - Montgomery 

-96.42% and 

Shenzhen 
and 86.46% 

[20] TB and non-TB 

normal 

Yes DL Transfer Learning: 

ResNet18, ResNet50, 
ResNet101, ChexNet, 

InceptionV3, Vgg19, 

DenseNet201, SqueezeNet, 
and MobileNet 

InceptionV3: 

227x227, 
ResNet, 

DenseNet, 

ChexNet, VGG, 
MobileNetV2 

and 

SqueezeNet:224
x224 

50 10-3 97% 

COP

D 

[9] Normal, 

Abnormal that 

includes TB 

No ML Voting-based combination 

of three different 

classifiers: Bayesian 
network (BN), 

Multilayer Perception 

(MLP) and RF  

- - - 96% 

[14] COPD, HC 

(Healthy 

Control) 

Yes DL B-CNN 64x64x64 2200 1e-4 

to 

1e-1 

88.2% 

[21] COPD and 

Non-COPD 

No ML Transfer Learning - 

SimpleMIL with logistic 

classifier 

41x41x41 

voxels 

- - 90.4% 

[13] COPD and 

Non-COPD 

- ML Transfer Learning - 

balanced probability 
distribution (BPD) 

algorithm 

26 features - - 92.1% 

For 4th feature is “technique used”. As we step forward 

into AI, it expounds ML and DL are the pillars. ML 

algorithm is applied on images for features acquisition, then 

based on conformity of features, the disease is classified. 

SVM classifier [17] is used in TB identification and gave an 

accuracy of 95.2% but it fails in few cases because one 

should know how the feature is selected by the algorithm for 

the given input data and this process is based on scenario 

too.On the other hand, DL peculiarly CNN, which is a 

multiple-layer model made of neurons that learns features 

on the process itself.  There is no separate technique needed 

for learning, and one can be free of selecting a feature as it 

learns automatically.The first layer of CNN takes input, 

where we give the processed image. Then it is sandwiched 

with a hidden layer where the learning process is done. At 

last, the output is given by fully connected (last layer) with 

the help activation function. The models of CNN are various 

in the hidden layers and the output they produce. 

For 5th and 6th feature is said as hyperparameters of the 

model. They define how the model getting adapted to the 

given problem. Usually, the Learning rate (Lr) should be 

small so that the model reaches global minima. J. Wang et 

al., [7] used 30K epoch with Lr as 0.001 and achieved an 

accuracy of 93.5%. When Lr is high it takes less epoch i.e., 

learns quickly. Epoch is just the number of times the model 

is trained. Training a model with high epoch results in 

learning more about input data. Sometimes leads to spare 

data learning that causes the model to overfit. K. C. Santosh 

et al., [19] have used just 20 epochs with Lr as 0.001 and 

gave 99.45% as accuracy. The goal of developing DL or ML 

model is to be generalized i.e., it should have rock-bottom 

variance and bias for unseen and seen data respectively. K-
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fold CV is adopted by a majority of the model to avoid 

overfitting. 

For 7th feature(accuracy), the model’s precision depends 

on the quality of data, training method, the framework used, 

and many factors affecting it. The contemporary need is to 

develop a generalized model which we have seen in the 

survey. For the type of lung disease considered, the DL 

model plays a good role compared to ML. The following 

table III gives virtues and shortcomings in few papers. 

TABLE III.  COMPARISON OF EXISTING WORKS 

 
Refer

ence 

Advantages Limitations 

[4] LDA-SVM shows 
higher accuracy in 

prediction without 

Adaboost algorithm. 

SVM does not provide 
probability estimate and fusion of 

several algorithm leads to many 

iterations. 

[15] Pattern of disease is 

identified by genetic 

algorithm. 

High computational and spatial 

complexity. 

[14] Grayscale, RBG, and 
binary images are using 

in training of model. 

Just COPD and HC are 
remembered for the examination. 

Only 2D snapshots of 3D lung 
airway tree is used. 

[24] BOA increase the 

efficiency of CNN 

model. 

No focus on potential validation 

and BOA time consuming process. 

[3] Accuracy of algorithm 

is high when compared 

to another model. 

Tedious because it has two phase 

execution. The model highly 

dependent on ground truth. 

[16] No augmentation 
technique adapted and 

produced an accuracy 

of 90%  

Sputum is used as an input data 
for the model. Most of latest 

technologies uses medical images 

for DL and ML models and 
produces greater accuracy.  

 

V. CONCLUSION  

  In the literature survey, most of the works have 
been done based on the two major fields, machine 
learning, and deep learning. Studies resulted that, in 
machine learning, the combination of LDA-SVM 
algorithms gives higher accuracy. Likewise, the deep 
learning GDCNN algorithm gives an accuracy of 98.84%. 
The accuracy that had been laid out; the attained ones are 
not sketchy. Additionally, to date, there's no common 
system that categorizes all possible lung diseases like TB, 
Pneumonia, COPD, and COVID19, indicating that the 
proposed systems are dedicated to a sole disorder are 
some of the gaps identified in our study. On the contrary, 
the system going to be proposed manifests all the patterns 
in lung diseases. 
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Abstract— Breast Cancer (BC) is one of the harsh 

conditions, which largely affects the women group. Due to its 

significance, a range of procedures are available for premature 

detection and early treatment to save the patient.  The clinical 

level diagnosis of BC will be done using; (i) Image supported 

detection and (ii) Core-Needle-Biopsy (CNB) assisted 

confirmation.  The proposed work aim to develop a 

computerized scheme to detect the Breast-Tumor-Section 

(BTS) from the beast MRI slices. This work implements a joint 

thresholding and segmentation methodology to enhance and 

extract the BTS from the 2D MRI slices. A tri-level 

thresholding based on Slime-Mould-Algorithm and Shannon’s-

Entropy (SMA+SE) is implemented to enhance the BTS and 

Watershed-Segmentation (WS) is implemented to mine the 

BTS. After extracting the BTS, a study between the BTS and 

Ground-Truth image is performed and the necessary Image-

Performance-Values (IPV) are computed. In this work the 

axial, coronal and sagittal slices of 2D breast MRI are 

separately examined and the attained results are presented.  

Keywords— Breast abnormality, Breast MRI, Slime-Mould-

Algorithm, Thresholding, Segmentation.. 

I. INTRODUCTION  

Cancer is one of the harsh diseases in humans and the 
untreated cancer will lead to painful casualty. The earlier 
reports confirm that, every cancer is curable, when it is 
detected in its pre-mature stage. Breast-Cancer (BC) is one 
of the major cancer in women group and in the recent years, 
the occurrence rates of the BC is gradually rising due to 
various factors including the heredity [1-4].  

The early stage recognition of BC will be done only 
using the recommended clinical protocol. The later stage of 
BC can be recognised with one/all of the following 
symptoms; lump in breast, alteration in the shape/size of 
breast, change in the skin colour in infected section, pain, etc 
. Further, the BC is classified into various groups including 
the Ductal-Carcinoma-in-Situ (DCIS) and Lobular-
Carcinoma-in-Situ (LCIS) [5,6]. 

When the a symptom of the breast cancer is identified the 
patient, the patient will approach the doctor for further 
examination using the prescribed clinical protocol including 
the initial examination using the image supported method 
and the final stage confirmation with Core-Needle-Biopsy 
(CNB).  The implementation of CNB is one of the more 
painful and invasive technique in which the breast tissue 
samples are collected, evaluated and preserved in a fully 
controlled clinical environment. The initial stage (image 

based assessment) is a common methodology in which the 
suspicious breast section is examined using the chosen 
imaging modalities. The common modalities for BC 
detection include Mammogram, breast-ultrasound, breast-
thermal-imaging and breast MRI [3,4,6-9]. The 
Mammogram is one of the oldest and widely accepted BC 
screening techniques [7]. The recent approaches includes the 
ultrasound, thermal imaging and MRI and in which the MRI 
based assessment gives the reconstructed three-dimensional 
(3D) view of the breast; which can be analysed more 
precisely compared to other approaches. Further, the 3D 
breast MRI can be converted into 2D slice and the evaluation 
of 2D slice will help to confirm the dimension and harshness 
of the cancer and in some cases this kind of assessment also 
help to take the decision regarding the BC treatment without 
recommending the CNB. 

Image based examination of the breast abnormality is 
widely reported by the researchers and in every technique, a 
semi-automated/automated methodology is employed to 
mine the BTS from the chosen image modality [10]. The 
assessment of breast MRI is simple and in this modality, the 
abnormal tumour section will have better pixel visibility 
compared with others section. The assessment of the breast 
MRI can be found in [3,11]. 

In this work, the breast MRI of the benchmark images of 
the Reference Image Database to Evaluate Therapy 
Response (RIDER) [12-14] is considered for the assessment. 
For the assessment 10 patient’s images (10 patient x 20 slices 
= 200 images) are collected and the 3D to 2D conversion is 
implemented using the ITK-Snap [15,16].  The 2D slices of 
Axial (AX), Coronal (CO) and Sagittal (SA) slices are 
individually examined and the results are separately 
evaluated.   

Extraction of the BTS from the considered 2D slices is 
achieved using the joint thresholding and segmentation 
approach. Initially, a tri-level thresholding is executed using 
SMA+SE and the enhanced tumour segment is mined with 
WS. The proposed technique is an automated segmentation 
procedure and helps to mine the BTS with better accuracy in 
all the three views of the breast MRI. After extracting the 
BTS, a comparison is implemented with the Ground-Truth 
(GT) and the Image-Performance-Values (IPV) are 
computed and based on the superiority of these values; the 
merit of the examination scheme is validated.  

The other division of the research are organised as below; 
Section 2 discuss the context, Section 3 demonstrates the 
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methodology, Section 4 and 5 give results and the conclusion 
of the proposed work, respectively. 

II. CONTEXT 

Breast abnormality is one of the medical emergencies and 
a considerable number of research works are proposed and 
implemented to examine the breast-cancer using image 
assessment techniques. The earlier works on the breast 
abnormality can be categorized based on the imaging 
methods. 

The examination of the DCIS using the image processing 
technique can be found in the earlier procedures [2,6,9]. This 
work implemented a chosen tri-level thresholding and 
segmentation process to extract and evaluate the abnormal 
fragment from the breast images [8-11] 

The earlier works on the mammogram supported breast 
assessment can be found in [7,17]. In this method the 
existing abnormality in the breast X-ray is examined using a 
suitable imaging technique and the results are presented and 
discussed. The breast ultrasound is one of the non-invasive 
imaging approach and the implementation of joint 
thresholding and segmentation can be found in [8].  

The thermal imaging supported breast disease detection 
using a semi-automated technique is discussed in the work of 
Raja et al. [4] and Steven et al. [6]. From these works, it can 
be noted that the early detection of the breast cancer can be 
found with the carefully collected breast thermal images. The 
segmentation of infected breast section based on the 
thresholding and segmentation methodology is clearly 
discussed by the work of Raja et al. [18]. This work adopted 
the benchmark Magnetic-Resonance-Angiogram (MRA) 
images for the assessment and the attained results confirms 
that the segmentation technique implemented helped to 
achieve a better result. 

In the proposed research, similar methodology is adopted 
to pre-process and post-process the considered breast MRI 
slices using a chosen thresholding and segmentation scheme. 
In order to attain better result, a much case is paid towards 
the selection of the thresholding process and based on the 
previous research work, the SE based thresholding is 
adopted. Further, to achieve a better thresholding, the 
threshold selection is optimized using the Slime-Mould-
Algorithm (SMA).  The BTS from the threshold image is 
automatically extracted using WS approach. In this work, the 
essential test images are collected from the RIDER-TCIA 
database and very image is separately examined with the 
considered procedure and based on the outcome, the 
performance is validated. 

III. METHODOLOGY 

Evaluation of medical images is very essential to identify 
the disease in patients. The needs for an essential image 
processing methodology are essential to extract the infected 
section from the images with better accuracy. The 
implemented breast MRI examination process is depicted in 
Figure 1.  The various stages of this scheme are; collection of 
the 3D clinical grade MRI, 3D to 2D conversion with ITK-
Snap, implementation of tri-level thresholding with 
SMA+SE to enhance the tumour segment, extraction of BTS 
with WS, comparing the BTS with GT and computing the 
IPV. Based on the attained average values of the IPV, the 

significance of the proposed breast MRI based tumour 
examination technique is confirmed. 

 

Fig.1. Scheme of proposed breast MRI assessment system 

A. RIDER-TCIA Database 

Most of the clinical grade images are protected with the 
ethical and copyright law and hence the availability of 
clinical grad images is very limited. In this work, the breast 
MRI existing in RIDER-TCIA [12-14] is considered for the 
assessment and this image is balanced like clinical images 
and in this study, only 10 patient’s images are considered for 
the evaluation.  From each patient, 20 slices are collected for 
the investigation along with its GT. Figure 2 depicts the 
sample images of 4 patients.   

 

Fig.2. Sample test images of the RIDER-TCIA database 

During the image collection process, a 3D to 2D 
conversion is implemented with the ITK-Snap [15,16] and 
this helps to split the 3D image into axial, coronal and 
sagittal slices and based on the need, we can extract the 
necessary slices, which include the tumour, The initial image 
which is extracted is of dimension 288x288x3 pixels (RGB 
scale) and to have better visibility, all these images are 
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resized to 512x512x3 pixels and the resized images are then 
examined. The main merit of this database is, all the images 
are associated with the GT. 

Figure 3 depicts the sample trial images of different 2D 
views along with its GT images. Similar case is applicable 
for all other images of the considered database. 

 

Fig.4. Sample 2D slices of MRI with different views 

B. Tri-level Thresholding 

The earlier work in the literature confirms that the 
thresholding combined with the segmentation helped to 
achieve a better result during the medical image assessment.  
Moreover, heuristic algorithm supported thresholding is one 
of the commonly implemented procedure for the medical 
image assessment and the result achieved with this technique 
are superior compared to traditional thresholding [18,19].  
Hence, in this work, a tri-level thresholding is executed using 
SMA+SE. 

1) Slime-Mould-Algorithm 

 
SMA is one of the recently developed heuristic 

approaches by Li et al. [20] to solve complex optimization 
problem.  This algorithm is formulated by imitating the food 
searching pattern of Slime-Mould. Compared to other 
methods, the number of algorithm parameters to be assigned 
is very minimal; number of agents, dimension, upper-bound, 
lower-bound, search methodology and the stopping criteria. 
The basic code for the SMA is available in [21] and in this 
work the SMA is implemented to maximizing the SE by 
randomly varying the breast MRI’s threshold.  

 

Fig. 4. Structure of SMA searching the food 

 

Figure 4 depicts the basic structure of the SMA based 
food search. The essential information and the mathematical 
description can be found in [22]. In this work, the following 
initial algorithm parameters are assigned; agent size=30, 

search dimension = 3, upper-bound=255, lower-bound=0, 
number of iterations=2000 and stopping criteria = maximal 
iteration or maximized SE.  

2) Shannon’s Entropy 

 
SE is one of the established entropy supported 

thresholding; widely adopted to enhance the medical images 
with a tri-level thresholding [23]. 

Let, there is an image of dimension A*B. The pixel 
organization in picture (a,b)  is defined as P(a,b), for 

}A,...,2,1{a & }B,...,2,1{b . Let L (255) is the total gray-

levels in image {0,1,2,…, L-1} denoted as O, in such a way 
that: 

ageIm)b,a(  O)B,A(P     (1)  

Then, the regularized histogram will be; 

   
)t,...,t,t(S 1L10 
.     (2) 

For a tri-level thresholding case, Eqn. (2) becomes; 

 S(T) = x0(T1) + x1(T2)+ x3(T3)  (3) 

{S(T)} 
T

max)T(E     (4) 

where, T={T1, T2,…, TL} denotes the thresholds, S ={x0, 

x1,…, xL-1} denotes regularized histogram,  and E(T) is the 

optimal threshold. Other essential information on the SE can 

be found in [8]. 

C. Watershed Segmentation 

The WS technique is a famous automated technique 
workers based on an assigned marker and helps performs a 
better segmentation. The WS executes operations, such as 
canny edge-detection, watershed generation, morphological 
enhancement and segmentation. The earlier works on WS 
will help to get the essential details [17,23]. In this work, the 
WS is employed to extract the BTS from the breast MRI. 

D. Image Performance Value Computation 

After developing the image examination scheme, its 
performance is to be confirmed to ensure its clinical 
significance. In this work, the extracted BTS is evaluated 
against the GT and the required Image-Performance-Values 
(IPV) such as True-Positive (TP), False-Positive (FP), False-
Negative (FN), and True-Negative (TN) are primarily 
calculated. All these values denote the pixels of the image 
background and the BTS and the TP denotes the BTS pixel 
dimension and TN specifies the background pixel value. 
From the above computed values; other measures, such as 
Jaccard, Dice, Accuracy (ACC), Precision (PRE), Sensitivity 
(SEN), Specificity (SPE), and Negative-Predictive-Value 
(NPV) computed and the mathematical expression for these 
IPV can be accessed from [2-4, 24,25]. 

IV. RESULT AND DISCUSSION 

This section of the paper presents the experimental 
outcome attained for the sample image depicted in figure 3 
and the experimental work is executed in MATLAB

®
.  

The results achieved for the axial vied breast MRI is 
depicted in Figure 5. Fig 5(a) presents the chosen trial picture 
and Fig 5(b) denotes the result of the SMA+SE thresholding. 
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From this figure, it can be seen that the implemented tri-level 
thresholding enhanced the tumor section by reducing the 
pixel values of other sections. Later, the WS segmentation is 
implemented with a chosen marker dimension of 10 pixels. 
The employed WS presents one final image and a number of 
intermediate images. Fig 5(c) - (f) demonstrate the detected 
edges, initial watershed, initial and final morphological 
enhancement, respectively. Fig 5(g) presents the final 
watershed enhanced pixel groups in which the pixel group 
depicted in yellow in color is to be extracted. The extracted 
BTS will be in the form of the binary image as in Fig 5(h). 
Similar results are attained with all other images and the 
results attained with the chosen test image are depicted in 
Figure 6 for coronal (Fig 6(a)) and sagittal (Fig 6(b) view.  

 

Fig.5. Various results attained with the proposed scheme 

(a) Trial picture, (b) Thresholded image, (c) Detected edges, (d) Initialized 
watershed, (e) and (f) Morphological dilation and enhancement respectively, 
(g) Final watershed and (h) Extracted tumour 

 

 
Fig.6. Segmented BTS 

(a) Coronal, (b) Sagittal 

 

After extracting the breast tumour from the MRI slices, 
comparison is employed with the GT and the IPVs are then 
computed.  The results attained for AX, Co and SA are 
depicted in Table I and II. This table confirms that the 
proposed approach is very resourceful in extracting the BTS 
and offers the better values of IPVs. Similar procedure is 
repeated for all other test pictures and the average of the 

IPVs is considered to validate the tumour assessment 
performance of the proposed technique. This outcome of this 
comparison is depicted in Figure 7 and these values confirm 
that this scheme works well on the slice vies, such as AX, 
CO and SA. 

TABLE I.  ESSENTIAL PERFORMANCE MESURE COMPUTED BETWEEN 

SEGMENTED SECTION AND GT  

Image TP FN FP TN Jaccard Dice 

AX 811 110 66 261157 82.1682 90.2113 

CO 1753 208 53 260130 87.0407 93.0714 

SA 2596 462 119 258966 81.7123 89.9359 

TABLE II.  IMAGE PERFORMANCE MEASURES OF SAMPLE TEST IMAGES 

Image ACC PRE SEN SPE NPV 

AX 99.9329 92.4743 88.0565 99.9747 99.9579 

CO 99.9004 97.0653 89.3932 99.9796 99.9201 

SA 99.7784 95.6169 84.8921 99.9541 99.8219 

 

 

Fig. 7. Evaluation of average IPVs vaious MRI slices 

This research work proposed a methodology to examine 
the breast MRI using the automated scheme. This work 
employed the SMA+SE thresholding and WS segmentation 
to extract and examine the BTS from the chosen picture. In 
future, the attained results of this work can be improved by 
replacing the SMA with the Red-Fox-Algorithm invented in 
2021 [26].  Further, the performance of SE thresholding can 
be confirmed with other approaches available in the 
literature. Also, the segmentation of the WS is to be 
validated against other segmentation procedures.  

V. CONCLUSION 

The early and accurate detection of the breast cancer 
section will support the appropriate treatment 
implementation to cure the disease. The proposed work 
implemented a combined thresholding and segmentation 
methodology to evaluate the breast MRI slices of RIDER-
TCIA database. In this work 200 numbers of images with 
axial, coronal and sagittal views are investigated using the 
proposed scheme. This work executed SMA+SE based tri-
level thresholding and WS segmentation to extract the BTS. 
After mining the BTS from the MRI slice, a comparison with 
GT is performed and the essential values of the IPVs are 
computed.  The overall result attained with the proposed 
result on the various views of the breast MRI slices confirms 
that this scheme is clinically significant and in future; it can 
be employed to evaluate the clinically obtained breast MRI. 
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Abstract—Obese people have high chances of cardiovascular
disease (CVD), which is supposed to be due to the alteration in
autonomic nervous system (ANS) activity. The changes in ANS
activity can be identified using heart rate variability (HRV). HRV
is a non-invasive tool to measure the ANS activity using linear
and non-linear HRV features. The paper presents an aim to
understand the effect of obesity on ANS using HRV parameters.
Initially, sixteen control and sixteen obese subjects of both the
gender between ages 20 to 50 were involved in the study after that
synthetic minority oversampling technique (SMOTE) was used to
increase the sample size of control and obese subjects from sixteen
to forty-eight. The statistically significant difference between two
groups was observed using the Independent t test. The statistical
results of the study indicate the sympathovagal imbalance due
to reduced parasympathetic activity. The statistical results were
validated by incorporating the machine learning technique into
the study. Machine Learning (ML) algorithm helps to identify the
most important predictor that can clearly differentiate control
and obese subjects. The statistical and ML algorithm result
shows changes in the sympathovagal balance due to decreased
parasympathetic activity.

keywords-Obesity, Cardiovascular disease (CVD), Autonomic
nervous system (ANS), Heart rate variability (HRV), Synthetic
minority oversampling technique (SMOTE), Machine Learning
(ML).

I. INTRODUCTION

As per the World health organization (WHO), obesity is
one of the leading disorder that enhance mortality in an
obese person. The definition of obesity says an excessive
fat accumulation in the body that resulted in chronic dis-
eases like hypertension, CVD, myocardial infarction (MI), and
diabetes. Many researchers have found a strong correlation
between obesity and CVD [1]. The study has suggested that
an imbalance of autonomic activity increases CVD chances

in obesity [2]. The ANS is a control mechanism of the
body that generally maintains homeostasis in the body. ANS
regulates the glands, blood vessels, and internal organs. The
ANS is divided into two branches sympathetic nervous system
(SNS) and the parasympathetic nervous system (PNS). The
SNS mobilizes the body systems to provide energy for the
fight or flight response, whereas PNS conserve the energy by
regulating the rest and digest response.
HRV measures the effect of the ANS function on heart as the
vagal nerve is the mediator between ANS and heart. Even a
small change in ANS resulted in changes in heart rhythm. HRV
is a variation in the RR interval of electrocardiogram (ECG).
Thus, HRV could be the most important and non-invasive
method to investigate the impact of obesity on ANS. The
significantly decreased HRV in obesity increase the chances of
CVD[2,3]. ANS control vital organs of the body, fluctuation
in these organs can be represented using linear and non-linear
HRV parameters.
The paper is organized as follows- Section II presents the
methodology where subjects, criteria for obesity, statistical
test, and machine learning algorithm are discussed, section
III discussed the statistical and machine learning results , and
finally, the conclusion is given in section IV.

II. METHODOLOGY

A. Subjects

This study was performed solely for research purposes at
the institute level with the permission of Dean Research and
Development of College of Engineering Pune. The researcher
and subjects have made a voluntary agreement. The study
involves the electrocardiogram(ECG) acquisition of sixteen
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normotensive obese individuals and sixteen control subjects
between 20 to 50 years of age of both genders who participated
in the study. However, sixteen sample size of control and
obese are not sufficient to analyse the statistical results. Thus
we have synthetically increased the sample size of control
and obese subjects using the Synthetic Minority Oversampling
Technique(SMOTE)[4]. It is powerful and most widely used
technique. It creates random set of samples to balance minority
class. New synthetic data samples are generated between ran-
domly chosen minority class sample and its nearest neighbors
samples. The details about the implementation of SMOTE
technique is given in Algorithm 1.

Algorithm 1 SMOTE Algorithm
Input: Dataset D,{yi ε T} where i = 1, 2, ...T

Number of minority samples(T )
SMOTE Percentage(P )
Number of nearest neighbors(k)

Output: Synthetic Samples
for i = 1, 2, ...T do

1) Find the k-nearest neighbors of yi
2) P̂ =

[
P
100

]
while P̂ 6= 0do

1) Select randomly one of the k-nearest neighbors yn(i)
2) Choose randomly δ ε [0, 1]
3) ynew = yi + δ (yn(i) − yi)
4) T ← T + ynew

5) P̂ = P̂ − 1

end while
end for

The SMOTE percentage we have selected to increase the
sample size was 200%, then the data was increased from
sixteen to forty-eight. So forty-eight control and forty-eight
obese subjects HRV measures were used in the analysis.

B. Criteria to decide obesity

As per the World health organization(WHO) guidelines,
obesity is determined using BMI. The BMI is calculated as
BMI= Weight(kg)/Height(m2)[10]. Subjects with a BMI value
of 18 to 25(kg/m2) are considered normal or non-obese,
and subjects with a BMI value of more than 30(kg/m2) are
considered obese[5, 6].

C. ECG Recording and HRV Analysis

The ECG of sixteen obese and control subjects was recorded
using a standard ECG system at sampling frequency of 500Hz
in a supine resting position for 15 minutes. The last five
minutes segments were used for HRV analysis in the Heart
rate variability analyzer of Biomedical Workbench LabVIEW.
The parameters of HRV were determined using a linear
and non-linear method[7]. The linear process involves the
analysis of the time domain and frequency domain. In the time
domain, the RR interval signal is used to extract the statistical
parameters such as mean HR, mean RR, SDNN, and RMSSD.
The mean HR and mean RR represents the average values of
heart rate and RR interval. The SDNN indicates the standard
deviation of the normal to normal(NN) interval, and RMSSD
represents the root mean square of the standard deviation of
the NN interval. The Fast Fourier Transform (FFT) technique
was used to calculate the frequency domain parameters of
HRV. The frequency-domain parameters that are extracted
from HRV are total power(TP)(ms2), low frequency(LF) and
high frequency(HF) power, low frequency(LF) and high fre-
quency(HF) in normalized unit, and LF/HF ratio. The two
non-linear HRV features are extracted from the HRV signal,
i.e., SD1 and SD2. The SD1 and SD2 are two Poincare Plot
measures. SD1 represents the short term variability in the NN
interval, and SD2 is the long term variability in NN interval.
The control and obese group were analyzed based on the linear
and non-linear HRV parameters[8,9,10,11,12].

D. Statistical Analysis

The statistically significant difference between the control
and obese group was observed using the Independent t test.
The results are presents as mean ± standard deviation. An α
level of p< 0.05 was considered statistically significant. The
data were analyzed with Epi.Info statistical software tool.

E. Machine Learning Algorithm

While analyzing the control and obese group using a sta-
tistical test, it was observed that most of all, the HRV linear
and non-linear parameters show a significant difference. But
the important predictor that can differentiate the control and
obese group was not identified using a statistical test. Thus
we have used a non-linear machine-learning algorithm to find
important predictors between control and obesity. In this study,
we have used two non-linear machine learning algorithms, i.e.,
Classification and Regression Tree(CART)[13] and Gradient

2021 IEEE Seventh International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, ICBSII 2021-25th-27thMar’21 ISBN: 978-0-7381-4471-9/21

132



Boosting Decision Tree(GBDT)[14]. Both of these algorithms
are used to find important predictors. The important predictor
was found out using the feature importance score. Feature
importance indicates the importance of each features. A feature
importance score greater than 90% is considered an important
predictor. The important predictor feature will be given as
input to the ML algorithm, and its performance was evaluated
using performance metrics.
Six different classification quality evaluation measurements
such as accuracy, sensitivity, specificity, precision, F1 score,
and Area under the receiver operating characteristic curve
(AUC) were used. These classification measures calculated
using the following confusion matrix.

TABLE I
CONFUSION MATRIX

Actual Value
Positive Negative

Predicted
Value

Positive TP FP

Negative FN TN
TP-True Positive, FP-False Positive, FN- False Negative, TN- True Negative.

The details about the performance measure are as follow-
Accuracy is the ratio of the total number of instances of

the correct prediction. Accuracy calculated as follows-

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Sensitivity is used to determine the portion of the actual
positive instances case classified adequately by the classifier.
Sensitivity calculated as follows-

Sensitivity =
TP

TP + FN
(2)

Specificity is used to know the ability of classifiers to
identify incorrectly classified negative cases.

Specificity =
TN

TN + FP
(3)

Precision It is an indicator that defines the true portion of
the instances when predicted to be true. Precision calculated
as follows-

Precision =
TP

TP + FP
(4)

F1 Score is a harmonic mean of recall and precision.
It must be one for good performance and zero for the

bad performance of the classification algorithm. F1 score
calculated as follows-

F1Score =
2 ∗ Precision ∗Recall
Precision+Recall

(5)

Area Under Curve Area under ROC curve is another
important metrics to evaluate the performance of machine
learning algorithm. AUC near to 1 indicates the perfect per-
formance and near to 0.5 indicates worst performance of the
machine learning model[15].

III. RESULTS AND DISCUSSION

A. Statistical Results

1) Time-domain HRV Parameters: The time-domain HRV
parameters mean RR, SDNN, and RMSSD were significantly
reduced in the obese group. Reduced mean RR and SDNN
indicate that the RR interval time series signal variability is
reduced, and total variance is also reduced. The lower value
of RMSSD represents parasympathetic activity(Table II).

TABLE II
TIME-DOMAIN HRV PARAMETERS

Time-domain
HRV Features

Healthy Group
(n=48)

Obese Group
(n=48)

P-Value

mean HR 67.33 ± 9.82 72.10 ± 10.51 0.0237
mean RR 855.17 ± 124.75 798.69 ± 116.47 0.0241

SDNN 57.42 ± 8.49 49.90 ± 7.50 0.0001
RMSSD 47.44 ± 7.25 40.23 ± 6.11 0.0001

2) Frequency-domain HRV Parameters: In the frequency
domain, TP(ms2), HF(ms2), HF(nu), and LF: HF ratio were
significantly decreased whereas LF(ms2) and LF(nu) were
comparable in obese as compared to control.

TABLE III
FREQUENCY-DOMAIN HRV PARAMETERS

Frequency-domain
HRV Features

Healthy Group
(n=48)

Obese Group
(n=48)

P-Value

TP (ms2) 3265.70 ± 537.58 2543.04 ± 451.68 0.0001
LF (ms2) 948.12 ± 156.55 926.26 ± 171.12 0.5154
HF(ms2) 1011.06 ± 171.96 637.48 ± 111.17 0.0001
LF (nu) 48.07 ± 7.16 57.11 ± 8.36 0.0001
HF (nu) 49.94 ± 7.42 40.88 ± 6.07 0.0001
LF:HF 1.59 ± 0.26 1.08 ± 0.16 0.0001

Reduced values of TP(ms2) indicate the less variance . A
lower value of HF(ms2) indicates the declined parasympa-
thetic tone. Less value of LF: HF ratio indicates the autonomic
imbalance(Table III).
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3) Non-linear HRV Parameters: The non-linear HRV pa-
rameters SD1 and SD2 were analyzed and found less in obese
compared to control. The SD1 feature value was significantly
less in obese that indicates the reduced short-term variability
in the HRV signal(Table IV).

TABLE IV
NON-LINEAR HRV PARAMETERS

Non-linear
HRV Features

Healthy Group
(n=48)

Obese Group
(n=48)

P-Value

SD1 33.72 ± 5.07 28.11 ± 4.30 0.0001
SD2 66.00 ± 9.62 65.83 ± 9.70 0.9303

B. Machine Learning Results

The ML algorithms are used to find the most important pre-
dictor that separates obese subjects from the control. However,
in the statistical analysis, it was observed that most of the time
domain, frequency domain, and non-linear HRV parameters
are significantly reduced but do not give an important predic-
tor. The important predictor can be found out using the feature
importance technique, which provides a feature importance
score to each feature. The feature importance score greater
than 0.90 or 90%, indicates the most important predictor.
In this study, we found that mean RR, LF: HF ratio and
HF(ms2) was the most important predictor. We have obtained
mean RR and LF: HF important predictor using the CART
algorithm, whereas HF(ms2) was the important predictor ob-
tained using the GBDT. We have used only these predictors as
input to the CART and GBDT ML algorithm. When we have
applied the mean RR and LF: HF ratio as input to the CART
algorithm, we got an accuracy of 96.55%, a sensitivity of
100%, a specificity of 92.86%, precision of 93.75%, F1 score
of 0.96 with an AUC of 0.96. When we have used HF(ms2)
as input to the GBDT algorithm, we observed accuracy of
93.10%, the sensitivity of 93.33%, the specificity of 92.86%,
precision of 93.33%, F1 score of 0.93 with an AUC of 0.92.
The important predictor indicates that the CART and GBDT
ML algorithm can classify the obese and control subjects with
an accuracy of 96.55% and 93.10%, respectively(Table V).
This suggests that obesity modulates the function of ANS, as
mean RR, HF(ms2), and LF: HF ratio are reduced in obese
subjects. Thus changes in ANS modulates cardiac activity.

IV. CONCLUSION

In the present study, we have used short-term HRV analysis
of obese and control subjects to study the impact of obesity
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on ANS. We have used real and synthetic HRV data for
analysis. The results of the study are presented using statistical
tests and a machine learning algorithm. The statistical analysis
shows the significant reduction in HRV parameters of obese
subjects compared to control and machine learning algorithm
was used to found important HRV predictor. The statistical
results suggests an alteration in sympathovagal balance due to
less parasympathetic activity. Further, this was confirmed using
the CART and GBDT algorithm, which showed a classification
accuracy of 96.55% and 93.10%, respectively.
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Abstract—This paper aims the study and                                

implementation of Convolutional Neural Network (CNN) for Image 

character recognition. Handwritten Character recognition involves 

recognition of texts present in digital images and documents and 

processing them for various applications such as machine 

translation, pattern recognition and so on. This paper studies the use 

of CNN in detecting and recognizing handwritten text images with a 

higher accuracy. The CNN model is tested on English handwritten 

characters and validated on its performance. The model performs 

feature extraction from images through multiple layers. These are 

later used for training the model and thereby recognizing characters. 

Keywords- Convolutional neural network, character recognition, deep 

learning 

I. INTRODUCTION 

                                                                                                
Optical Character Recognition refers to recognition of text from 
images, documents and other devices. Handwritten character 
recognition also involves optical recognition but of handwritten 
characters from various sources. OCR has a wide range of 
applications over various domains such as text mining and 
machine translation. Some of the most common approaches used 
for recognition are statistical methods and neural networks. In this 
paper, the neural network approach for character recognition is 
discussed in detail along with their results.  

A. Neural Network 

                                                                                                                  
Deep Learning forms a subset of Machine learning and Neural 
Network acts as a backbone to the deep learning methods and 
algorithms. Deep learning signifies the depth (or number of 
layers) in a neural network. Neural networks, and in specific  

 

 

 

 

 

 

 

Fig. 1. Basic Neural Network 

artificial neural networks, are information processing systems 
which mimic the human brain. The information processing 
elements called neurons form the basis of Neural Networks that 
draws parallels from the biological neural networks. The principal 
components of a neural network are- inputs, weights associated 

with the connection links, bias and output. Each node 
in a neural network is called as a perceptron.  

Convolutional Neural Network (CNN) is a type of deep 
neural network which is used for visual image analysis. 
It is a multilayered perceptron network that is fully 
connected i.e. each neuron in the layer is fully 
connected to all the neurons in the following layer. It 
uses a three dimensional structure where a group of 
neurons analyze a region of the image known as 
feature. It works primarily in three stages.  

The first stage is the convolution layer in which pixels 
of the image is scanned to learn the features of the input 
and a feature map is produced as the output. The second 
stage is Pooling which involves Dimensionality 
Reduction of the feature space along with retaining 
essential information. The third stage involves 
flattening matrix to a vector that are fed into a fully 
connected layer that combines features into a model 
and decides the class to which the image belongs to. 

II. LITERATURE SURVEY                                                                 
                                                                                      
CNN model has been guaranteed to improve the              
performance of character detection. Saidane [1] 
proposed a CNN model for character detection and 
proved to outperform the traditional recognition 
methods using binary characters. The model achieved 
better results. Jacobs et al. [2] proposed a recognizer 
system using CNN for detection on grayscale images. 
The model outperformed the OCR software on 
documents with low resolution. The CNN model 
performed better in the detection of Chinese characters 
which was mainly due to absence of large public 
datasets for Chinese characters. 

In [3], English and Kannada datasets were used for 
feature extraction such as edge methods, texture 
representation and shape to evaluate their common 
parametric values. It was concluded that on blur feature 
descriptors and shape context, SVM classifier did not 
perform as well as Nearest neighbor classifier. 

Jain et al. [4] implemented a CNN-RNN hybrid 
network model  for Arabic text recognition in natural 
scene images and videos. A synthetic dataset for 
natural scenes was created for training the network. 
The model attained an accuracy of 75.05% on the 
synthetic dataset and 98.17% on the video text. In [5], 
HoG (Histogram of Oriented Gradients) feature 
extraction was performed along with two new 
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descriptors Co-occurrence and Convolutional Co HoG for 
character detection in natural images. The Co-occurrence HoG 
extracts co-occurrence of gradient pairs of the pixels along with 
greater contextual and spatial information. Convolutional Co HoG 
captures co-occurrence from all patches of the image for greater 
spatial knowledge. These were evaluated on three dataset 
characters apart from Bengali and Chinese. 

Kale et al. [6] used a feature extraction approach with the help of 
feed-forward Artificial Neural Network and Support Vector 
Machine (SVM). They claimed an accuracy of 90% using a rule 
based classifier. The increase in the size of the vocabulary 
contributed to a decrease in the performance of the methodology. 
In [7], two feed-forward Neural Networks were used along with 
gradient and density features for the detection of Malayalam 
characters. LeCun et al. [8] was the first to propose a 
Convolutional Neural Network, which was one among the most 
successful models as it considers the spatial arrangement of an 
image as well. 

In [9], three CNN networks were used for separate feature 
extraction from scene images. They were then combined into a 
single feature map for classification. ElAdel et al. [10] 
implemented a Neural Network architecture with FWT (Fast 
Wavelet Transform) using Adaboost and MRA(Multi Resolution 
Analysis) algorithms. Arabic handwriting recognition was done 
using IESK-arDB dataset with an accuracy of 93.92%. 

 

III. DESIGN AND IMPLEMENTATION  

A. Dataset 

                                                                                                                                                                                                                                                           
The dataset that we have used is the Chars74K dataset of English 
language. It contains 26,416 images of English alphabets with 
1016 images belonging to each class to be trained i.e. each English 
letter. A sample from the character dataset is shown in Fig. 2. 

B. Splitting Dataset for Training, Testing and Validation 

                                                                                                     
The image dataset is split into training, testing and validation sets. 
An optimal ratio of 80:20 is used for splitting of training and 
testing datasets. Further, a split up of 80:20 ratio is employed for 
training and validation datasets. After the split, training dataset 
contains 16905 images with 5284 and 4227 images for testing and 
validation. 

C. Preprocessing 

Image Preprocessing refers to techniques that account for 
distortions and enhance the features of the image, allowing 
efficient performance on the model. 

 

 

 

 

 

Fig. 2.  A sample character of the dataset 

Some of the important preprocessing techniques are conversion to 
grayscale, even distribution of contrast and intensity, 
normalization of pixel values to 0-1 range for greater 
convergence. 

Image augmentation is also performed which is responsible for 
producing transformations of the image. The transformations 
applied are width and height shifts, and shears performed by a 
factor of 10%, zooms and random rotations by factors of 20% and 
10 degrees respectively.  

D. CNN Model 

A CNN model is created where layers are sequentially  

 

Fig. 3. Structure of CNN 

stacked from the input layer, all through the                    
intermediate layers to the output layer. The layers in 
the model are: Convolutional layer, Pooling layer, 
Dense or Fully Connected layer. Each of their structure 
and functions are discussed below.                                                                                      

E. Convolutional Layer 

Conv2D is the first two dimensional and convolutional 
layer which transforms input into an output tensor. The 
convolution is performed by filters that stride over the 
input image and high level features are extracted from 
them producing an output feature map. The size of the 
filters are 5x5 and 3x3. 

F. Pooling Layer 

The next layer is the Pooling layer which is responsible 
for dimensionality reduction by reducing the spatial 
size of the features. Relu (Rectified linear unit) is an 
activation function that outputs the input if its positive, 
else 0. 

The activation function makes the output of the 
convolutional layer non-linear. Here we have used Max 
pooling which returns the maximum aspect of the 
features (most dominant) covered by the image kernel. 
Max pooling provides much better performance than 
average pooling which computes average of the values 
of the portion covered by image kernel. Fig. 4 portrays 
max and average pooling on the kernel.  

G. Dropout 

Dropout is a regularization method that is applied here 
which ignores certain set of random input neurons 
during training phase. This helps to reduce overfitting 
of the model. 

H. Flattening  

Flattening converts the input into 1-D feature vector 
which are fed into the final layer of the CNN called the 
Dense or fully-connected layer. 

I. Dense Layer 

The last layer of the model is the Dense layer which 
aggregates  the feature vectors learnt and predicts the 
class of the image. Adam Optimization algorithm is 
used here which is an adaptive learning algorithm that 
uses specific learning rates for for each of the 
parameters. The image is classified using Softmax 
technique. 
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a)                                                                                     b) 

Fig. 4.   a) 3x3 and 5x5 pooling and b) Max and average  pooling 

 

                                                                                                                                                                                                                                         

J. Training The Model 

The CNN model is trained for 10 epochs with 2000 steps per 
epoch. The batch size of the training samples is 50. The Test loss 
and Test accuracy is shown in Fig. 5. The plots for Accuracy and 
Loss for the model is displayed in Fig. 6. 

K. Real Time Recognition 

The CNN model implemented also performed real-time 
recognition of English characters, both handwritten and text 
images. The maximum probability of recognition of a character 
was found to be 98% for real-time detection of handwritten image. 

L. Contour Detection 

The detection of individual characters from images of words have 
been implemented in this model using contours. This is done with 
the help of Tesseract optical character recognition engine.  

Contours help in estimating the coordinates of each of the 
characters and place a bounding box over it. This helps in 
successful detection of each character in the image. This has 
successfully detected characters of real-time handwritten images 
in addition to natural scene images. 

IV. RESULTS AND CONCLUSION 

                                     

This paper discusses the implementation of Convolutional Neural 
Network Model to recognize English handwritten characters 
along with text images. The model has been successfully able to 
recognize characters in real-time which further increases its scope. 
Preprocessing is an important factor in ensuring high performance 
of the model. Image preprocessing techniques enhance the 
features of the image, thereby increasing the accuracy of 
recognition. The recognition is shown in Fig.7. The model 
attained a high recognition accuracy of 97.59% with a loss of 
6.6%. Real-time detection of characters is also implemented using 
contour based techniques as shown in Fig. 8 . The accuracy rate 
with average pooling technique has resulted in marginal decrease 
of accuracy and marginal increase in loss as depicted in Fig.9 . It 
could be concluded that deep learning CNN model is an efficient 
character recognition model which yields high accuracies in 
recognition and has established its performance for handwritten 
characters as well. 

V. FUTURE SCOPE 

                                                                                                    

The performance of the model in the recognition of characters can 

further be enhanced with the help of large datasets for training. 

 

 

 

 

 

 

 

 

 

 

a) 

                                                                                                            

b) 

Fig. 6.   a) Accuracy plot and b) Loss plot 

 

Further character recognition of natural scene and 
handwritten images have had limited successes due to 
the difficulty in contour based techniques, especially 
when applied on unevenly distributed images. This 
requires to be explored and addressed with 
implementation of efficient contour detection methods.                                     

This paper does not compare the results with 
recognition using state-of-art methods. Efficiency of 
the same compared to neural networks could be 
explored in the future.                                                
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Fig. 5.  Test score and accuracy 
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Fig. 7.   a) and b)  Real-time recognition of handwritten characters 

 

 

 

 

 

 

 

 

            

          Fig. 8.  Real-time Contour detection of handwritten word 

 

 

 

 

 

 

 

 

 

 

Fig. 9.  Accuracy and loss with average pooling 
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Abstract— Tumor interpretation on cancer image can lead 
to early detection of cancer with the prevalence of breast 
cancer being the second leading cause for death in women. 
Segmentation of mammographic images is a challenging space 
because of the complexity in extracting data without causing 
any source of artefacts on the image. Diagnosis becomes 
difficult when data extraction is challenging. In order to cater 
effective diagnosis and effective treatment, segmentation is a 
vital process. This paper discusses about two segmentation 
method, Watershed and Local Center of Masses. Comparison 
between these two algorithms based on the amount of data 
extraction for six different categories of mammographic 
images, the apt segmentation method for data extraction is 
found out. Watershed provides an average dice score of 0.53, 
and occupies 665 KB memory space and avails 5 seconds 
running time whereas LCM avails on an average of 0.59 dice 
score, 250 KB memory space and 1008 seconds computing 
time. This can pave way for selection of effective diagnosis that 
can result in early diagnosis in turn leading in faster cure.  

Keywords—LCM, Watershed, Breast Cancer, Segmentation 

I. INTRODUCTION  
Cancer refers to the rapid multiplication of cells that 

grow out of control and spread neighbouring tissues and 
mutation occurs at a faster pace in the cell DNA. Cancer 
cells can originate at any part in the human body which are 
made of more than trillion of cells resulting in the breakdown 
of an orderly process of normal cell origination. When extra 
cells originate in an uncontrolled manner it results in 
formation of tumor cells. The occurrence of cancer cells 
depend on multiple factors such as age, gender, diet and 
genetics.  

Depending on the region they originate, cancer takes 
specific name with breast cancer being the commonly 
occurring cancer in women population with over more than 2 
million cases yearly as per the reports given by World Health 
Organization (WHO). With various screening methods to 
detect and diagnose cancer tissue and its growth, 
mammography stands as a dedicated radiographic technique 
for breast tissue imaging. With rapid development in image 
processing techniques, analysis of cancer images have had a 
very big impact on the diagnosis and treatment procedure. 
Advent of image processing has resulted in many novel 
techniques for precise monitoring of breast tissue tumor. 
Extensive research on mammography images based on 
image processing has been employed to extract multiple 
features and parameters. Image processing techniques 
applied on mammographic images from which mathematical 
values were extracted to access whether the image is benign 

or malignant showed potential results [1]. Comparing 
mammography breast tissue images with thermal texture 
mapping indicated pronounced variation 63% to 88% when 
analysing benign and malignant cells. Most Mammographic 
images employed shearlet transform to differentiate between 
benign and malignant images [2, 3]. The extracted features 
were reduced by kernel principal component analysis and 
were ordered based on T value and a  k-nearest neighbour 
classifier was used to classify the images which showed a 
specificity of 93.8% [3]. Classifying micro calcifications on 
digital mammography using morphological descriptors and 
artificial neural network focused on monitoring tiny calcium 
micro calcifications that can possibly develop into a 
cancerous tumor  thereby working on early stages of cancer 
formation showing output results with an accuracy of 80%, 
where they worked on Breast Imaging-Reporting and Data 
System (BI-RADS) stage 2,3 and 4 categories, on which they 
primarily focused on the advancement of cancer tumour cell 
growth [4]. Automated mass segmentation in mammography 
whose work performed localization of lesion in mammogram 
images using deep learning methods, pixel wise 
segmentation was performed which differentiated between 
benign and malignant tumor cells helping radiologist[5]. But 
the major drawback was the need of millions of image data 
sets for training the system. Detection and analysis of breast 
masses obtained from MRI images and dual energy contrast 
enhanced digital mammography images from which texture 
and shape features were extracted .Obtained results were 
processed on to improve the detection of breast cancer 
showed significant characterization of tumor cells [6]. 

Feature based registration applied on infrared imaging 
focusses on an alternative technique for breast cancer 
screening by extracting feature based approach for screening 
cancerous tumor[7]. Feature extraction in mammographic 
images derive a range of values depending on the extent of 
growth of the tumour cell [8]. Gravitational search algorithm 
were used to detect breast cancer tumour particles which 
employs KNN classification method to classify various 
stages of tumour [9]. Classification of mammographic 
masses based on gradient and texture analysis by employing 
Mahalanobis distances and discriminating as benign or 
malignant have given significant results[10]. Method to 
improve detection of calcifications by employing adaptive 
variance stabilization focusses on intensity dependent 
quantum noise on the input digital mammographic images. 
The performance of the transformed mammogram was much 
better than the raw input data and the results were superior 
[11]. Computer aided detection and a diagnostic system for 
monitoring breast cancer from mammographic images 
mainly focusing on anomaly detection without any 
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requirement of image segmentation [12]. Existing literature 
have applied various image processing techniques to extract 
information about the cancerous tissue but had drawbacks 
like reduction in spatial resolution, failing to retain the exact 
edges present in the mammographic image, effect of noise 
while processing images, over segmentation, false boundary 
retention. Taking into consideration all these factors this 
paper discusses about segmentation and processing methods 
applied on the mammographic image database where the 
above mentioned failures are eradicated and the proposed 
system is trained in a manner that it can access the pathology 
and classify the tumor accurately over the other proposed 
systems available in the literature. 

The proposed method starts with pre-processing and 
segmentation is done on six different categories of 
mammographic image using Watershed algorithm and Local 
Center of Masses. Each of these method is executed to 
extract detailed information on the intensity distribution with 
which the exact location and boundaries of the tumor cells 
can be extracted to analyze which algorithm is best suitable 
for mammographic image segmentation.  

The organization of the paper is as follows: Section II 
discusses about the methodology involved in preprocessing 
on the mammographic image by employing watershed 
algorithm and local center of mass method. Following this 
Section III discusses about results and discussions and how 
both the algorithm differ in the process on the image to 
extract the tumor regions, spatial resolution based texture 
analysis is done for detailed extraction of data. Section IV 
discusses about the results and the future work. 

II. METHODOLOGY  

A. Preprocessing  
Preprocessing is one of the lowest levels of abstraction 
performed on input image. Preprocessing primarily aims at 
improving the quality of image data by suppressing the 
factors that cause undesired distortions and enhance the 
features present on the image for effective processing and 
segmentation. Every input image are processed using 
watershed algorithm and local canter of mass. Preprocessing 
plays an important role, where the most relevant data from an 
image are extracted on the mammographic image. The entire 
work concept where the input mammographic image are 
preprocessed and analyzed using Watershed algorithm and 
Local Center of Mass (LCM) methods and the results are 
compared to conclude which method is most sufficient in 
interpreting tumor regions on mammographic images. 

 

Fig. 1. Preprocessed breast mammographic image 

During preprocessing, anisotropic diffusion filter is used 
to reduce the noise on the input mammographic image 
without distorting the significant data zones on the image. 
Edges, lines and significant details that are important for data 
interpretation are retained while performing this process. 
Fig.1 indicates the preprocessed image that is used as an 
input for segmentation using watershed and local center of 
mass algorithm by employing anisotropic filtering method 
with the edges on the image preserved and pulmonary bones 
removed using diagonal edge detection method, which will 
benefit better interpretation of data in the processes to be 
done. 

B. Segmentation  
Once preprocessing of images are done, images are 

partitioned into multiple images as sets of pixels to extract in 
depth data from the mammographic image. Every single 
pixel on the image are assigned with a specific label and the 
pixel that carry the same data will be carrying a same label 
value. Each pixel with a unique label value will have a 
unique color, intensity and texture when compared with the 
neighboring pixels.  

Watershed Algorithm: Image segmentation is a key process 
for any image recognition system. Watershed algorithm 
primarily focusses on separating various objects present in 
the image. With user defined markers every single pixel 
values are treated as a local topography. The images are read 
by treating it as a single surface where light pixels are 
represented by high elevations and dark pixels are 
represented by low elevations. Each subset pixels are related 
with respect to their location and intensity and are interpreted 
in detail for data extraction [13-14].  

 

Fig. 2. Watershed algorithm flow 

 Watershed algorithm primarily focusses on extracting 
exact boundaries. Watershed algorithm, a region based 
method for extracting data from images which is processed 
by selecting seed points with respect to every object in the 
image, considering the background as a separate entity and 
the tumor region as a separate entity. This significantly 
removes the presence of regions other than the tumor cells, 
making the lymph nodes more visible. This feature has made 
watershed algorithm a very powerful tool in image 
segmentation applications making it a robust method. Linear 
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features are extracted while performing watershed algorithm 
on the preprocessed image which gives us in depth 
information about the morphological features which helps in 
retaining the boundaries of the tissue. Fig.2 highlights the 
flow of input image undergoes while performing 
segmentation using watershed algorithm. 

Local center of mass segmentation: Local center of mass is 
another segmentation method applied on the image, which is 
an unsupervised medical image segmentation modality 
which works on computing one dimensional local center of 
masses. The entire image is analyzed based on pixel based 
on center of masses containing the pixel. Local center of 
masses are computed from multiple orientations and then 
each pixel is estimated based on iteration done and each 
pixels are updated. 

 Computation of 1D Local Center of Mass: Let f: Ω→ R be a 
1D discrete-domain image-intensity signal of length N, with 
Ω:={1…..,N}. Pixels of f are grouped into disjoint regions 
based on the calculated center of masses of every single pixel 
putative region, which is termed as local center of mass, C: 
Ω→ R. Cn,  is the center of mass region containing the nth

   
pixel. Local center of mass is calculated as: 

   (1) 
 where the wm,n is the non-negative weighting is computed 
from f such that it is large when mth and nth  are present in the 
same region and take a lesser value when not present in the 
same region. 
Computational Complexity reduction: To have a tractable 
solution, the value of w should be in such a way that it solves 
the purpose of above mentioned pixel grouping purpose and 
in turn the C – computational complexity can be reduced 
 

            (2) 
Where Dn is given as 
  

  (3) 
With values of α and p greater than zero, the entire flow 
carried in LCM segmentation method is shown in Figure 3. 
 

 
 

Fig. 3. Algorithm of Local Center of Mass technique 

III. RESULTS AND DISCUSSION 
 Texture analysis done on the mammographic images 
where the image is partitioned into various regions of interest 

and are classified separately giving us information about the 
various levels of intensities on the input image. Six different 
types of cancer images categorised as CALC-Calcification, 
CIRC-well defined/circumscribed masses, SPIC-Speculated 
Masses, MISC-Ill-defined masses, ARCH-Architectural 
Distortion, ASYM-Asymmetry and Norm-Normal. 
Statistical methods analyse the spatial distribution of gray 
values by measuring local characteristics at each point in the 
picture and deriving statistics from local character 
distributions and this can be done when ROI is extracted 
properly. The explanation behind this is the fact that one of 
the distinguishing characteristics of texture is the spatial 
distribution of gray values. Texture is considered as 
quantitative indicator in monitoring the category of tumor 
cell. The optimised parameter which have been chosen for 
segmenting breast cancer images shown in Table I give us a 
proper segmented output only when the values are chosen in 
proper limits.  

TABLE I.  OPTIMIZATION PARAMETERS USED 

 

 
 

Fig. 4. Chart indicating the outputs obtained through Watershed and 
LCM Algorithms 

 
The segmentation results done with both LCM and 
Watershed methods are compared with ground truth image, 

S.No Parameter LCM Watershed 
Algorithm 

1 Dice coefficient 0.59 ± 0.02 0.53 ± 0.03 
2 Optimal 

Parameters 
α* = 2100 ± 300 h* = 0.41 ± 0.05 
t* = 1900 ± 500 

3 Tested Range of 
Parameters 

α: 1400 – 2400 h: 0-1.5 
t = 300 – 2000 

4 CPU Runtime 1004 ± 80 seconds 4 ± 1 seconds 
5 Memory Space 

(KB) 
250±30 665±70 
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which is manually cropped by the clinician and Dice score 
values are calculated and tabulated in Table I. Segmented 
image highlighting the tumor region help the clinician to 
exactly narrow down on the affected part so that the 
treatment plan can be effective enough to target only the 
region of interest. The results were compared with the state 
of art segmentation techniques as discussed by Setarehdan et. 
al., [15]. The results prove that watershed algorithm stands 
better than LCM method on tracing boundaries of the tumor 
cells. Fig.4 highlights the output obtained by employing both 
the algorithm and we can clearly visualize significant 
differences in the output obtained from both the algorithms, 
with watershed algorithm being much efficient than LCM 
algorithm for diagnosing masses and classifying from the six 
mentioned types of input mammographic image. 

TABLE II.  COMPARISON OF WATERSHED AND LCM ALGORITHMS 

S.No Parameter Watershed 
Algorithm LCM Algorithm 

1 Computation 
Time 

Rapid and consumes 
lesser time 

Slow and consumes 
prolonged time interval 
for analysis 

2 Optimization 
Accurate Seed points 
are chosen depending 
on GRAD Values 

Optimized value of α 
and p is mandatory for 
efficient Segmentation 

3 Intensity Output not based on 
intensity 

Gives exact output 
based on intensity 

4 Boundary 
tracing 

Efficient in tracing 
boundaries of tumor 
cells 

Comparatively less 
efficient on tracing 
boundaries 

5 Memory Consumes large space Consumes less space 

6 Execution 
Time Fast Slow 

 

The segmentation results of LCM and Watershed algorithm 
are compared and is presented Table II, which clearly incites 
us that Watershed Algorithm is better than LCM method on 
Mammographic images in order to segment images and 
classify benign and malignant tumour cell with the normal 
cells available on the same image. 

IV. CONCLUSION 
The experimental results indicate pronounced 

differentiation between normal cell and tumor cell without 
causing any sort of deformation on the original image, 
retaining the original data on the image intact for any of the 
six categories of images. The entire flow starting from pre-
processing, segmentation and texture analysis have been 
effective enough to differentiate between benign and 
malignant tumor cells. At any step in this flow there has not 
been any degradation in the picture quality nor there any 
introduction of noise, which is a very unique feature when 
compared with the existing methods available in literature. 
With the results obtained from watershed and local center of 
mass segmentation methods, both the methods are unique in 
their own manner with deep insights offered by both the 
methods, with Watershed algorithm having an overhand over 
Local Center of Mass algorithm. Watershed algorithm was 
best effective in detecting cancer tissue boundaries and could 
precisely monitor the intensity distribution while LCM was 
accurate in extracting the intensity distribution but failed to 
accurately detect the edges between different regions on the 
mammographic image. This study further can be extended by 

constructing a neural network and the entire process can be 
automated and trained with large number of mammographic 
images so that the system becomes robust enough to analyze 
any sort of mammographic images.  
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Abstract— The variability observed in cardiac rhythm 

measurements makes classification and prediction of Sinus 

Tachycardia (ST) ECG signals challenging. The study aims to 

predict ST volunteer's heart rate by designing and developing a 

Long Short Term Memory (LSTM) based Recurrent Neural 

Network (RNN) model. The Heart Rate Variability (HRV) 

features comprising the time and frequency domain were 

considered as the input feature set for the designed and 

developed LSTM-RNN model. The proposed LSTM-RNN 

model works on the principle of multivariate time series 

forecasting. The LSTM-RNN model's training accuracy is 

96.72%, and the validation accuracy is 85.21%. The 

performance of the LSTM model works well for predicting 

time series of unknown duration. The time gap in the input 

time series data does not affect the LSTM model, giving an 

advantage over other time series prediction models.       

Keywords— Heart Rate Variability; Long Short Term 

Memory; Multivariate Time Series Forecasting; Recurrent 

Neural Network; Sinus Tachycardia  

I. INTRODUCTION  

The preliminary change observed during a Sinus 
Tachycardia (ST) condition is that the heart rate is more than 
100 bpm [1]. The listed reasons for ST to occur are physical, 
emotional, pharmacological, and physiological stresses, and 
sedentary lifestyle is one of the leading causes of ST [2, 3]. 
ST is classified into Inappropriate Sinus Tachycardia (IST) 
and Postural Orthostatic Tachycardia Syndrome (POTS). To 
date, it is challenging to diagnose, classify and predict ST, 
IST, and POTS [3, 4].  Wang et al. [5] concluded that 
predicting POTS using metoprolol is the most efficient as it 
shows a spontaneous change to a higher heart rate. 
Kaczmarek et al. [6] studied the prediction response to 
ivabradine in IST patients and concluded that IST patients 
spontaneously responded to ivabradine due to 
pathophysiological changes observed during IST. Jarkovsky 
et al. [7], in their study, suggested that heart rate is an 
independent feature to predict acute heart failure among sinus 
rhythm (SR) volunteers. The studies [5-7] predict ST, IST, 
and POTS by manually analysing, leading to inter and intra-
variability differences. Machine Learning (ML) and Deep 
Learning (DL) in medicine and research have shown much 
potential. The models developed by ML and DL automate 
the tasks performed by humans and have performed better 
than human capabilities [8].  

Yoon et al. [9] stated that tachycardia is an essential 
marker for cardiorespiratory instability. They trained 
machine learning classifiers Logistic Regression (LR) and 
Random Forest (RF) to predict the tachycardia using 
intensive care unit data. Kim et al. [10], in their work, trained 

various machine learning classifiers such as LR, RF, Support 
Vector Machines (SVM), Extreme Gradient Boosting 
(XGBoost), Naive Bayes (NB), and Artificial Neural 
Networks (ANN) to predict post-intubation tachycardia.  

Previous studies [8-10] have used machine learning 
classifiers such as LR, RF, SVM, XG Boost, NB, ANN to 
predict tachycardia conditions. The LR classifier's major 
drawback is that it assumes linearity between the dependent 
and the independent variables. LR classifier overfits when 
the input features are less than the input observation. The RF 
classifier's major drawback is that it gives low prediction 
accuracy for the given input dataset compared with available 
machine learning algorithms. SVM classifier is not suitable 
for large datasets. XGBoost is very difficult to interpret, and 
visualization is challenging. The input parameters to the 
XGboost classifier need to be appropriately tuned; otherwise 
will result in overfitting. The hyperparameters present in the 
XGBoost model are too many, thus making it difficult to 
tune. XGBoost is suitable for classification rather than 
prediction. NB is a lousy estimator, as it does not give equal 
weightage to the entire input feature set.  

The proposed work aims to predict ST volunteer's heart 
rate by designing and developing a Long Short Term 
Memory (LSTM) based Recurrent Neural Network (RNN) 
model. The proposed LSTM-RNN model works on the 
principle of multivariate time series forecasting. The 
proposed work is different from the existing literature [5-7, 9, 
10] as to predict ST, drugs like metoprolol and ivabradine 
have been injected manually into the patients, and statistical 
machine learning models (LR, RF, SVM, XGBoost, NB) 
have been used. LSTM is a deep machine learning model and 
has advantages over other time series models as the time gap 
in the input time series data does not affect the model.                      

II. METHODOLOGY 

A. Data Collection 

The study population considered in the study were from 
the National Institute of Technology Rourkela and gave 
informed consent to participate in the study. The ethical 
clearance committee of the study excluded smokers, 
alcoholics, hypertension, volunteers at a risk of 
cardiovascular diseases, and also barred volunteers who were 
on medication six months prior to the study [11, 22]. The 
volunteers (n=50) of mean age (23 ± 3.4) years participated. 
The ECG recording took place in two phases, where the first 
phase consisted of sinus rhythm (SR) ECG recording, and the 
second phase consisted of ST ECG recording from the same 
volunteers. Only in the ST phase of the recording, the 
volunteers underwent physical stress. In both phases, the 
ECG signal recording followed standard conventional *Corresponding author: Dr. J. Sivaraman, Bio-signals and Medical 

Instrumentation Laboratory, National Institute of Technology Rourkela                    
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recording. The ECG signal recording was done using EDAN 
SE 1010 PC ECG instrument. The sampling frequency of the 
instrument is 1000 samples/second. The study required a six 
minute ECG signal recording of all the volunteers in both the 
recording phases.  

B. Feature Set 

 The input feature set given to the designed and 

developed LSTM-RNN model consists of Heart Rate 

Variability (HRV) features. The acquired six minutes ECG 

signal was subdivided into the first five minutes and last one 

minute. The first five minutes of the acquired ECG signal 

from the volunteers in both phases was used to calculate 

HRV.  The last one minute ECG signal obtained from the 

second phase volunteers was used to predict the heart rate 

estimated by the designed and developed LSTM-RNN 

model. Table 1 displays the different HRV parameters 

considered the input feature set for the designed and 

developed LSTM model.     

C. Signal Processing 

The P and R peak detection was performed on the 
acquired last one minute ECG signal from the ST phase of 
recording. To detect peaks of P-wave and R-wave from the 
ST ECG signal amplitude thresholding technique was 
considered. Fig. 1 represents the peak detection of the ST 
ECG signal. The number of samples is represented on the x-
axis and microvolts on the y – axis. The sampling frequency 
is 1000 samples/second. The x-axis shows 1800 to 3000 
samples, i.e., 1 sample equals 0.001 seconds (1/fs). The 
limits of the x-axis are from 1800 ms to 3000 ms (1.8 
seconds to 3 seconds).   

D. Statistical Analysis 

The HRV features obtained for all the volunteers in both 

phases were statistically analysed. The student's T-Test was 

performed to check the statistical significance between the 

recorded values (P<0.05). All the values are expressed in 

mean ± SD. 

E. LSTM Architecture 

The architecture of LSTM consists of three types of 

gates, namely forget gate, input gate, and output gate. 

LSTMs are a crucial component in the memory cell as it can 

sustain a particular state for a long time and has an explicit 

memory (cell state vector) and different gate units. Gating 

units help in the exchange of detailed information in the 

memory. Cell state vectors generally give the memory of the 

LSTM as it erases the old memory (forget gate) and adds the 

new input memory (input gate).  

Gate is represented by a neural network consisting of 

sigmoid as the activation function, responsible for the 

information flow into the memory of the LSTM. The 

designed LSTM network in this work is stateful as the 

outputs observed in hidden states and cell states acted as the 

input to the next iteration of the network. Fig. 2 displays the 

LSTM architecture. Equation (1) represents the cell state 

equation of the LSTM cell.   

 





 The current cell state equation  represents the forgotten 

gate,  representing the previous cell state,  representing 

the input gate, representing the input modulation gate.  

F. Recurrent Neural Network design 

Recurrent neural networks (RNNs) are a branch of neural 

networks used to process sequential data. RNNs can also be 

used to predict the sequence based on the input time series 

data information. In this work, many to one architecture of 

RNN was used and training and testing ratio was 70:30 [12]. 

The designed RNN model has two hidden layers with a 

dropout of 20%. The first hidden layer consists of sigmoid 

as the activation function and the second hidden layer 

consists of the rectilinear unit (ReLU) as the activation 

function. The optimizer used is the adam, and loss was 

calculated using mean squared error. Equation (2) represents 

the sigmoid activation function, where S(z) represents the 

sigmoid function, e represents the Euler's number. Sigmoid 

is used generally where the model has to predict the 

probability, as the output of sigmoid ranges between 0 and 

1. Equation (3) represents the ReLU activation function. 

Equation (4) represents the working of adam optimizer, 

representing the predicted weight,  representing the 

optimizer's previous weight,  representing the step size, 

and  representing the estimator. The estimator estimates the 

given input data, calculates the first and second momentum, 

and adapts to the learning rate.   

 

S(z) = (1+e
-z

)
-1                                                            

(2) 

 

R(z) = max (0, z)                                      (3) 

 


 

TABLE 1 HRV PARAMETERS OF STUDY POPULATION  
 

HRV Parameters units SR ST P-value* 

Heart rate bpm 80 ± 7.72 104 ± 9.88 <0.05 

Average PP Interval ms 747 ± 78.99 577 ± 51.96 <0.05 

SDNN ms 45 ± 22.84  29 ± 18.91 <0.05 

RMSSD ms 39 ± 16.58 17 ± 9.88 <0.05 

NN50 beats 15 ± 12.45 4 ± 4.98 <0.05 

pNN50 % 21.2 ± 17.37 4 ± 6.18 <0.05 

Total Power ms2 6 ± 5.37 13 ± 8.52 <0.05 

Low Frequency ms2 3 ± 2.22 4 ± 2.97 <0.05 

High Frequency ms2 1 ± 1.87 1 ± 1.29 <0.05 

Low Frequency  

(Normalized) 

N.A.  46 ± 21.57 42 ± 24.67 <0.05 

High Frequency 

(Normalized) 

N.A. 39 ± 20.75 22 ± 11.80 <0.05 

LF/HF N.A.  3 ± 1.85 4 ± 2.87 <0.05 

*Paired student T-Test 

G. Performance Analysis 

Performance analysis metrics consisted of training and 

validation accuracy. The formulas for the training and 

validation accuracy are given below: 
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Fig. 1. P and R peak detection performed on ST ECG signal 

TA %= 1 – ((OS – TV)/100)(5) 

 

TA% represents the training accuracy in percentage, OS 

represents the HRV values obtained from the 5 minute ECG 

recording, and TV represents the HRV values in the training 

set. 

 

VA% = 1 – ((OP – VV)/100)                     (6) 
 

VA% represents the validation accuracy in percentage; OP 
represents the RRI values obtained from the 1 minute ECG 
recording, and VV represents the RRI values in the validation 
set. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. LSTM architecture 

III. RESULTS 

Fig. 3 represents the boxplot of average PP interval (PPI) 

for SR and ST volunteers. The two data classes are 

represented on the x-axis and the average PPI (ms) on the y-

axis. The minimum average PPI for SR and ST volunteers is 

650 ms and 450 ms, respectively. The first quartile value 

(Q1) of the average PPI for SR and ST volunteers is 690 ms 

and 550 ms, respectively. The median average PPI for SR 

and ST volunteers is 747 ms and 577 ms, respectively. The 

third quartile value (Q3) of the average PPI for SR and ST is 

790 ms and 610 ms, respectively. The maximum average 

PPI for SR and ST volunteers is 900 ms and 650ms, 

respectively.  

Fig. 4 shows the standard deviation of the PPI (SDNN) 

boxplot for SR and ST volunteers. The data classes are 

represented on the boxplot's x-axis and PPI's standard 

deviation in ms on the y-axis. The minimum SDNN for SR 

and ST volunteers is 10 ms and 5 ms. The Q1 SDNN for SR 

and ST volunteers is 30 ms and 15 ms, respectively. The 

median of SDNN for SR and ST volunteers is 35 ms and 25 

ms, respectively. The Q3 SDNN for SR and ST volunteers is 

65 ms and 45 ms, respectively. The maximum SDNN for SR 

volunteers is 115 ms and 80 ms for ST volunteers  

 

Fig. 5 displays the root mean square of PPI's successive 

differences (RMSSD) boxplot for SR and ST volunteers. 

The data classes are represented on the boxplot's x-axis and 

RMSSD in ms on the y-axis. The minimum RMSSD for SR 

and ST volunteers is 10 ms and 5 ms, respectively, and Q1 

RMSSD for SR and ST volunteers is 30 ms and 10 ms, 

respectively, and the median RMSSD value of SR and ST 

volunteers is 38 ms and 20 ms, respectively. The Q3 

RMSSD for SR and ST volunteers is 60 ms and 30 ms, 

respectively. The maximum RMSSD for SR and ST 

volunteers is 85 ms and 35 ms, respectively.  
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Fig. 3. Boxplot of average PP interval for SR and ST volunteers 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 4. Boxplot of Standard deviation of PP Interval for SR and ST 

volunteers 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Boxplot of Root Mean Square of the Successive Differences SR and 
ST volunteers 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 6. Boxplot of Total Power for SR and ST volunteers 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 7. Boxplot of ratio low frequency to high frequency for SR and ST 

volunteers 
 

Fig. 6 exhibits the total power (TP) boxplot for SR and 

ST volunteers. The data classes are represented on the 

boxplot's x-axis and TP in ms
2
 on the y-axis. The minimum 

TP for SR and ST volunteers is 1 ms
2
 and 0 ms

2
, 

respectively. The Q1 TP for SR and ST volunteers is 3 ms
2
 

and 1 ms
2,
 respectively. The median TP value for SR and ST 

volunteers is 8 ms
2
 and 5 ms

2
. The Q3 TP for SR and ST 

volunteers is 18 ms
2
 and 28 ms

2,
 respectively. The maximum 

TP for SR and ST volunteers is 25 ms
2
 and 58 ms

2
. 

Fig. 7 demonstrates the boxplot of the ratio of low 

frequency to high frequency. The data classes are 

represented on the boxplot’s x-axis, and LF/HF ratio 

between SR and ST volunteers on the y-axis. The minimum 

LF/HF ratio between SR and ST volunteers is 0.1 and 0.2 

respectively, and the average LF/HF ratio for SR and ST 

volunteers is 3 and 4, respectively, and the maximum LF/HF 

ratio for SR and ST volunteers is 5 and 13 respectively.  
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Fig. 8. Actual prediction and Model prediction 

 

 

 

 

 

 

Fig. 9. Training and Validation loss rates of the designed and developed 
LSTM model 

Fig. 8 displays the original ECG and model prediction of 

the ST volunteer's heart rate. The x-axis shows the ECG 

cycles. The y-axis represents the heart rate in beats per 

minute (bpm). The figure RRI (ms) has also been mentioned 

for every observable change in the heart rate. The first heart 

rate predicted at the first ECG cycle of the original ECG is 

110 (bpm) (545 ms), and the model prediction is 93 (bpm) 

(645 ms).  The heart rate predicted at the 30
th
 ECG cycle of 

the original ECG, and the model prediction is 105 (bpm) 

(571 ms) and 108 (bpm) (555 ms), respectively.  

Fig. 9 illustrates the training and validation loss rates of 

the designed and developed LSTM-RNN. The epochs count 

is displayed on the x-axis, and the y-axis represents the 

model's loss rate after each epoch. The model's training 

accuracy is 0.9672, and the model's validation accuracy is 

0.8521. 

Table 1 showcases the HRV features of the study 

population. The time domain parameters of HRV analysis 

was majorly influenced by the mean heart rate. The 

frequency domain parameters of HRV analysis like LF, and 

LF/HF ratio were comparatively high as the LF increased for 

healthy volunteers under physical stress. The study on Total 

Power (TP) as a frequency domain parameter is rare and 

thus it has been presented in this work.   

IV. DISCUSSION 

To evaluate the functions of the autonomic nervous 

system (ANS) in different cardiac arrhythmias, analysis of 

HRV is the optimal method [13]. Analysis of HRV is done 

in two different methods, namely time and frequency 

analysis. Time-domain parameters such as SDNN reflect the 

ANS balance, RMSSD represents the vagal influence during 

respiration, NN50 and pNN50 divulge the parasympathetic 

activity's information. Frequency domain parameters such as 

HF reveal the parasympathetic nervous system (PNS), and 

LF states the PNS and ANS information. The ratio of LF 

and HF indicates the sympathovagal balance [14, 15].  

In healthy individuals, PNS is more active or prominent 

when the individual is at rest. Parasympathetic activity tends 

to decrease as the intensity of the excercise increases in a 

healthy individual, giving rise to sympathetic activity [16]. 

Savin et al. [17] concluded that reduced heart rate in the 

recovery phase of an exercise is seen because of delay in 

parasympathetic reactivation and not loss of sympathetic 

withdrawal. Crouse et al. [18], in their work, stated that 

sympathetic blockade had a very minimal influence on heart 

rate. Increased LF is observed in healthy volunteers due to 

physical activity [19]. The statistical analysis shown in this 

work is in line with [16-19] as the average PPI is more for 

SR than ST, resulting in significant changes being observed 

in the time domain parameters of the HRV analysis.  

In the current study, HRV analysis comprising of time 

and frequency domain has been performed. The statistical 

analysis of PPI shown in Fig. 3 states that the atrial cycle of 

SR volunteers is more than ST volunteers due to increased 

heart rate affecting the ECG cycle length, and similar results 

have been observed in [20, 22-24]. The statistical analysis of 

SDNN observed in Fig. 4 displays variation for SR 

compared with ST because, in ST, the heart rate is lower; 

thus, the variation observed is minimal [25]. The analysis of 

RMSSD, an HRV parameter shown in this work, is very low 

for ST volunteers compared with SR volunteers because the 

HRV parameters generally depend on the mean heart rate 

[25, 26]. Analysis of total power an HRV parameter is 

infrequent as in frequency domain analysis mostly focuses 

on LF and HF [16-19, 26]. Comparing the time domain 

parameters SDNN and RMSSD decrease during higher heart 

rate [13-26], but on the contrary total power increased in this 

work. In [25] concluded that TP reduces as the heart rate 

increases. The reason for an increase in TP as the age group 

considered for this work is not varied, as discussed in       

[13-26]. LF/HF's ratio is more for ST volunteers than SR 

volunteers depicted in this work as LF increases in healthy 

volunteers under physical activity [19].         

In the past, few studies [20-24] have developed statistical 

models like ARX and ARMAX to predicted ECG using 

HRV analysis. Taye et al. [27] developed a Convolutional 

Neural Network (CNN) to predict the onset of ventricular 

tachyarrhythmia using HRV as the input features and 

obtained an accuracy of 84.6%. Parsi et al. [28] ranked the 

HRV features based on the minimum redundancy maximum 

relevance (mRMR) method by combining mRMR and 

statistical machine learning classifiers such as SVM, kNN, 

and RF and obtained an accuracy of 86%. In the present 
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work, the accuracy obtained by the designed and developed 

LSTM-RNN model is 85.21%.  

V. CONCLUSION 

In the present work, HRV analysis for SR and ST 

conditions was performed. The 12 different HRV parameters 

acted as the feature set for the designed and developed 

LSTM-RNN model. The logic behind designing and 

developing the LSTM-RNN model is to use it for 

multivariate time series forecasting. The LSTM-RNN model 

was used to predict the heart rate for ST volunteers. The 

training accuracy obtained by the model is 96.72%, and the 

validation accuracy is 85.21%. The LSTM-RNN model's 

advantages are that it performs well to predict time series of 

unknown duration. The time gap in the input time series data 

does not affect the LSTM model, giving an advantage over 

other time series prediction models. 
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Abstract —This paper investigate ECG prediction based 

on the Autoregressive model, Autoregressive Moving 

Average, and Linear Predictive Coefficient model. It is a 

complicated and tedious process to predict if the data set is 

stochastic. The autoregressive model is one of the foremost 

technique for statistical analysis. Being a linear 

combination, the model is outlined by the coefficients or 

the weights within the linear arrangement. By using the 

best fit models, different models can be evaluated against 

ECG signal to decide which model portrays the details 

more reliably. Modelling time series is used for forecasting. 

The most common methods of modelling time series data 

for the forecasting of stochastic signals are autoregressive 

process and autoregressive moving average process. 

Comparative results have been reported by selecting a 

model in terms of root mean square error according to the 

best fits findings. This paper concludes that using a time 

series model has better forecasting results than the 

predicted values from existing techniques. The best fit 

using the model was 97.9%. 

Keywords—Ecg Modelling, ARMA, LPC 

1. INTRODUCTION 

 
 An ECG is a recording of the heart's electrical 

activity. These signals change with time and are caused 

by the expansion and contraction of the heart. The ECG 

signal is obtained by determining the potential 

difference between electrodes mounted on the skin's 

surface. The ECG's various waves reflect the series of 

depolarization and repolarization of the atria and 

ventricles, respectively. The ECG signals are marked as 

P, Q, R, S and T [8]. The ECG signals are also 

segmented as PQ, QRS complex and ST Segment. The 

corresponding location and magnitude of these peaks 

carry valuable information about the heart functions. 

Modelling is a very useful medium for this electrical 

activity to be portrayed. Modelling is essentially a 

mathematical representation of a method, action, or 

experimental effect. There are many ways in which ECG 

modelling is used.  

The autoregressive (AR) and autoregressive moving av

erage (ARMA) models are the most widely used linear 

regression models for time series analysis [1]. 

 

Figure 1: Typical ECG signals and its peaks 

 
The idea of signal modelling is to represent the signal 

via model parameters. Signal modelling is mainly used 

for two purposes. Synthesis of signals and educational 

purpose. Educational purpose includes Research and 

development, which is used for the categorization of 

various disease conditions and also to generate signals 

models. The objective of this endeavour is to identify 

various approaches to model ECG waveform and to 

identify their constraints. 

2. LITERATURE REVIEW 

 
 In the recent past, several theoretical 

investigations have been carried out to model 

physiological waveforms. Kim et al [1] proposed an 
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adaptive forecasting algorithm that forcefully changes 

the autoregressive system (AR) coefficients. The order 

of the AR process was determined through fractal 

dimension. Eva et all [2] suggested a forecasting 

technique based on fuzzy transformation for the time 

series. Fuzzy rules are automatically generated from the 

data given and used to predict potential components. 

Ronaldo et al [5] proposed an autoregressive (AR) 

process for the respiratory sinus arrhythmia to obtain the 

tachograms.AR process is used to determine the 

frequency which controls the R-R intervals.AR system 

power spectrum has a form that is similar to the 

experimental effect than the power spectrum derived 

from the Gaussian distributions. Kansal [6] proposed a 

univariate autoregressive model for forecasting future 

values of a time series based on current and previous 

values. In multidimensional time series, the model is 

based on multiple variables, including the forecast 

variable, present, and past values. The predictive 

accuracy is measured by root mean square error. The key 

drawback of this design is that many parameters may be 

selected.  

 Hamzacebi [7] proposed and tested an artificial 

neural network (ANN) architecture for seasonal time 

series forecasting and analysis on four real-world time 

series.The results of the proposed ANN were compared 

to those of other ANN architectures and standard 

statistical models. According to the proposed model, it 

has a lower prediction loss than other models. Zhong 

Gao et al [9] proposed a data prediction method that 

combines back propagation neural network (BPNN) and 

variational mode decomposition. The performance 

assessment indexes chosen are RMSE and 

MAE.Bodisco et al. [11] suggested that statistical 

models are helpful for the segment-wise synthesize of 

ECG. The model is made up of a series of piece-wise 

continuous periodic functions that start at a peak and end 

at a trough. In most of the models proposed in the 

literature, either they cannot be applied for clinical 

practices or real time signals. Therefore, the objective is 

to develop a model that can be used for real time signals 

and thereby predicting the future patterns of the signals. 

3. PROPOSED METHOD 

 
 The proposed work is to investigate ECG 

prediction based on AR, MA, ARMA and LPC model 

represented as a time series, to predict the ECG signals 

if given the previous values. In time series analysis, 

autoregressive models (AR), or autoregressive moving 

average (ARMA) models are often used to fit the time 

series data. The purpose of this analysis is to help predict 

the future trend more accurately. In the AR model, the 

current state is highly linear based on the previous 

results. 

 AR recognition methods are currently being 

used in signal modelling for a broad class of physical 

signals [3]. The MA system predicts data sets 

dynamically, offering a plethora of time series options 

for forecasting patterns. The ARMA model generates 

and predicts linear data. Since each model has different 

order, determining the correct order is important. The 

aim of this paper is to compare various parameter 

estimation methods for nonstationary signal 

identification. The assumption that the non-stationary 

signal satisfies the Yule-Walker equations and is a 

common method for solving Autoregressive processes. 

This method has the advantage of having calculations 

are accurate, particularly for a large number of data 

points [4].                       

 

Autoregressive Moving Average model is given by  

 

𝑦[𝑛] = ∑ 𝑎𝑛𝑦(𝑛 − 𝑘) + 𝐺 ∑ 𝑎𝑛𝑥(𝑛 − 𝑙)
𝑞
𝑙=1

𝑝
𝑘=1   (1) 

where x[n] is the inputs and y[n] the output.  

 

 Auto-regressive model parameters are related 

to auto-covariance using Yule Walker equations. The 

model parameters can be found by yule walker 

equations. Auto correlation function (ACF) is used to 

calculate the model order. The yule walker equations are 

given in matrix form as 

 

[
𝑟𝑥𝑥[0] ⋯ 𝑟𝑥𝑥[1 − 𝑁]

⋮ ⋱ ⋮
𝑟𝑥𝑥[𝑁 − 1] ⋯ 𝑟𝑥𝑥[0]

] [
𝑎1
⋮
𝑎𝑁

]=[
𝑟𝑥𝑥[1]

⋮
𝑟𝑥𝑥[𝑁]

]   ( 2) 

 

 The goodness of fit and number of model 

parameters are identified. The ARMA (autoregressive-

moving average) model describes a stationary signal by 

combining two terms: one term for auto-regression (AR) 

and the other for moving average (MA). Based on 

previous samples, the Linear Predictor Coefficient 

predicts the current value of a real-valued time series. 

The prediction value can be approximated as a weighted 

linear combination of the past samples. Two types of 

linear predictor are available, Forward linear Predictor 

and backward linear predictor. Here we look into 

forward linear predictor. 

 The correct order of the system was chosen 

after determining the best fit design. This was done by 

autocorrelation function. The next step is to predict the 

patterns. In the proposed method, we use three methods 

for testing. We have taken MIT BIH database and found 

the model parameters and noise variances by yule 

walker equations. The predicted patterns are then 

compared with patterns generated and found the 

accuracy in terms of root mean square error. The 

performance of the models is evaluated using root mean 

square error(RMSE). The root mean square error is 

defined as the square root difference between actual 

value and predicted value which is commonly used for 

measuring the difference between predicted and 

measured value. 

 The 28 recordings of ECG signals from MIT-

BIH ST Change data base is first sampled at 250Hz and 

then derived a time series of instant Heart Rate. The next 

procedure is to find out the location of each R wave 

peak. For that the ECG signal passes through the various 
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stages of the PAM- TOMPKINS algorithm to detect the 

location of each R wave peak. Later, location 

information of R wave is converted into time series of 

Instant HR by calculating the time difference between 

two consecutive R peaks. The next step is to found the 

model parameters by Yule Walker equations. After 

finding the model order, the signal is predicted with AR, 

ARMA and LPC 

The proposed process is as shown 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2: Flowchart of the proposed system 

4. RESULTS AND DISCUSSIONS 

 
 This section explains the results of the three 

predicted models and the error comparisons. The three 

models are applied on the 28 recordings of ECG signals 

from MIT-BIH ST change data base and performance 

was evaluated using RMSE. The mean Heart Rate 

Variability was found by 53.10. The data base is first 

sampled and then derived a time series of instant Heart 

Rate. And then found out the location of each R wave 

peak. After that the ECG signal passes through the 

various stages of the PAM- TOMPKINS algorithm and 

the location of each R wave pea was detected. Later, 

location information of R wave is converted into time 

series of Instant HR by calculating the time difference 

between R peaks. The model order was found by yule 

walker equations and the model parameters were 

identified. Using the model parameters of AR and 

ARMA process, the signal was predicted and the RMSE 

was found. The results obtained are shown below. 

Figure 3 is a raw ecg signal. The predicted signals using 

AR, ARMA and LPC are shown in Figures 4,5 and 6 

respectively. 
 

 

Figure 3: A Raw ECG signal 

 

Figure 4: Predicted signal using AR process. 

 

Figure 5: Predicted signal using ARMA process 

The predicted data using LPC is shown  

 

 
 
Figure 6: Measured and forecasted signal using LPC. 
 

Ecg signal from MIT-BIH Data                  

Derived Time Series of Heart Rate 

Finding location of R Peak 

Finding Model order of AR, ARMA Process 

and Coefficient for LPC 

Predicting the signal with the models 
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The order and root mean square error for different 

methods is shown in Table 1. 

 
 

TABLE 1: Comparison of RMSE for AR, ARMA and LPC 

 
Methods Order  RMSE 

AR 10 .2066 

ARMA 10 .2064 

LPC 3 .0208 

 
After comparing the original data and the data we 

predict,97.9% our prediction using LPC 

matches the original data. We would try to apply our 

model and algorithm to different types of data in the 

future particularly ECG signal from the exercise testing 

and forecasting the future patterns thereby avoiding the 

risk occurring during Tread Mill Test. 
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Abstract— Skin is one of the vital and well-known sensory 

organs in human physiology and due to various reasons, the 

abnormality in skin arises.  Skin Melanoma (SM) is one of the 

medical crisis in humans and the untreated SM will cause 

various abnormalities, such as skin irritation, spreading the 

cancerous cells through the blood stream, etc. Efficient 

assessment of the SM is essential to identify the severity of the 

disease and hence the proposed work implemented a 

Convolutional-Neural-Network (CNN) based approach to 

support the automated SM examination. This work employed 

the VGG-SegNet scheme to extract the SM section from the 

Digital-Dermoscpy-Image (DDI). After the extraction, a relative 

assessment between the segmented SM and the Ground-Truth 

(GT) is executed and the essential performance indices are then 

computed. The proposed scheme is tested and validated using 

the benchmark ISIC2016 database and the average result 

attained with the proposed study helped to achieve a better 

values of Jaccard-Index, Dice, and Accuracy for the DDI with 

and without the artifacts. These results confirm that, proposed 

technique is significant in evaluating the clinical grader DDI.  

Keywords—Skin-Melanoma, Digital dermoscopy, VGG-

SegNet, Segmentation, Evaluation.   

I. INTRODUCTION  

The skin is one of the vital sensory organ and also 
responsible to protect the inner organs from the outer 
environment. The disease in skin will cause various difficulty 
in humans and hence a considerable precautionary measures 
are needed to prevent the skin from the diseases [1-3]. 

In humans, skin cancer is one of the medical emergency 
and timely recognition and handling is essential to cure the 
disease [4,5].  The skin cancer is categorized as non-
melanoma and melanoma and the report of World-Health-
Organisation (WHO) confirms that, globally 3 million active 
non-melanoma and 132,000 melanoma cases are existing and 
every year the infection rate is rising in alarming rate [6,7]. 
The WHO also confirms that the risk factor in Caucasian 
populations is more than dark-skinned populations. To reduce 
the skin cancer occurrence rates, the WHO recommended 
various guidelines and also insisted to conduct the awareness 
programs to save the human community from skin cancer. 

From the earlier study, the main cause for the Skin 
Melanoma (SM) is predicted to be the intermittent and high 
exposure of the skin to ultraviolet (UV) radiation. The early 
study also reported that the untreated sun burn will lead to the 

skin melanoma. When the SM is not treated in its early phase, 
the cancerous cells will spread through the blood stream; 
which cannot be cured completely. Hence, to support the early 
detection and treatment of SM, a number of scheduled health 
examinations is recommended by the doctors to patients. 

The various stages involved in the detection of SM 
includes; (i) Self examination by the patient to identify the 
doubtful skin sections, (ii) Detailed examinination of 
suspicious skin section by a dermatologist, (iii) Dermoscopy 
based assessment with prescribed clinical protocol, (iv) 
Recommending the needle biopsy test to confirm the cancer 
stage, and (v) Minor/major surgery to completely remove the 
cancerous skin section.  

The clinical level assessment of the SM is commonly 
performed using the ABCD/ABCDE rule, in which the shape 
and the structural features of the abnormal skin section and 
examined by the dermatologist and based on the finding 
treatment related decision will be taken by the dermatologist. 
When the number of patients to be examined is more, then the 
skin clinics will recommend the Digital-Dermoscopy-Image 
(DDI) based examination procedures in order to support the 
accurate estimation of the SM.  If the recorded DDI is very 
clear, then evaluation of SM is uncomplicated and the skin 
infection level can be accurately examined. If the abnormal 
section in DDI is associated with artefacts, such as, hair, 
medical gel, markings, etc, then the assessment of the SM 
seems to be complex and needs a special tool for efficient 
diagnosis.  

Development of an automated scheme for the accurate 
diagnosis of SM for clinical grade DDI is very essential and 
hence, the proposed work employed the Convolutional-
Neural-Network (CNN) based system. The extraction of the 
SM section from DDI is one of the common practice and this 
work implements the VGG-SegNet scheme to extract the SM 
section from the DDI with and without the artefact.  In this 
work, a pre-trained VGG-SegNet is employed to examine the 
SM fragment of the benchmark DDI images of International-
Skin-Imaging-Collaboration (ISIC2016) database [8-11]. This 
database consist 1250 DDI images (900 training+350 testing) 
along with the related Ground-Truth (GT). The employed 
VGG-SegNet helps to get the binary form of the SM 
fragment. After the extraction, a relative appraisal of SM and 
the GT is implemented and based on the computed values of 
Jaccard-Index, Dice, Accuracy (ACC), Precision (PRE), 
Sensitivity (SEN), Specificity (SPE) and Negative-Predictive-
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Value (NPV) the merit of the proposed segmentation scheme 
is confirmed.  

The other sections are organised as below; Section 2 
discuss the Related works, Section 3 demonstrates the 
methodology, Section 4 and 5 give the experimental outcome 
and discussions and Section 6 concludes the proposed work. 

II. RELATED WORKS 

Due to its significance, a number of DDI assessment 
methods are proposed and implemented for efficient detection 
of SM. Most of the earlier research suggests segmentation or a 
classification approach to detect the SM from the DDI. The 
employment of semi-automated/automated segmentation and 
machine/deep learning classification can be found in earlier 
works [1-3, 12,13]. 

In the SM segmentation approach, the main aim is to 
develop a methodology which supports the mining of the SM 
section from the considered DDI. The implementation of 
thresholding and segmentation is widely found in the literature 
and the aim of this technique is to mine the SM with better 
accuracy. Normally, the segmentation methods helps to get 
the binary version of the SM fragment, which is then 
evaluated using the standard techniques. The earlier work 
implemented a method to evaluate the skin melanoma 
harshness based on the ABCD/ABCDE rule [1,13]. In this 
approach, essential information such as area, boundary, and 
diameter are measured using the binary version of the SM 
section.  

Classification of the DDI into normal/melanoma class is 
also one of the promising works, in which a suitable 
machine/deep-learning scheme is implemented to categorize 
the considered DDI using suitable two/multi class classifiers 
[12]. 

The ultimate aim of the SM examination procedure is to 
develop an appropriate methodology to confirm the melanoma 
and its harshness in the DDI using the implemented method.  
To support the efficient diagnosis of the SM, this work 
implemented an automated CNN scheme to support the 
efficient SM fragment mining. In this work, a pre-trained 
VGG-SegNet is implemented to evaluate the DDI with and 
without artefact and the attained result with ISIC2016 
confirms that, proposed work is appropriate to examine the 
clinical grade DDI. 

III. METHODOLOGY 

This section presents the methodology employed in this 
research work for DDI assessment. After gathering the 
necessary trial picture from the ISIC2016 database, every 
image is resized to the dimension of 224x224x3 pixels. 
Initially, this work considered the pre-trained Vgg-SegNet 
scheme to extort the SM part from the adopted trial images. 
The total numbers of trial images considered are 1250 
numbers. Further, the image augmentation (horizontal & 

vertical flip, o45 rotation) is also employed during the pre-

training process of the VGG-SegNet for the considered DDI.   

Figure 1 presents the implemented scheme to extract the 
SM. Initially, the essential images of dimension 2048x1536x3 
pixels is collected from the database and all the trial images 
and GT are then resized to a dimension of 224x224x3 pixels 
(recommended size for VGG scheme). The resized images are 

then considered to train the SegNet scheme and after the 
essential training, SM part of every image is segmented and 
compared against the GT. This comparison will help to get the 
essential values of the Image-Performance-Measures (IPM) 
and based on the average of IPMs of all 1250 images, the 
segmentation performance of the VGG-SegNet is validated. 

 

Fig.1. Proposed SM segmentation scheme 

A. Image database 

Due to its significance, a number of SM evaluation 
systems are proposed to examine the cancerous fragment from 
the DDI. In this work, the proposed CNN scheme is tested and 
validated using the benchmark ISIC2016 database.  It is a 
commonly adopted DDI dataset consist 1250 numbers of 
RGB scaled pictures with a dimension of 2048x1536x3 pixels 
and every image is associated with its related GT. 

The recommended image dimension for VGG-SegNet is 
224x224x3 pixels; hence every image and GT of ISIC2016 is 
resized before the assessment. This dataset consist images 
with various categories, such as clear, with hair section, with 
medical-gel, with scale markings, etc. Segmentation of SM 
fragment from clear image is quite uncomplicated compared 
with the DDI with artefact. Hence, the considered scheme is 
appropriately trained with the original as well as the 
augmented test images. 

Figure 2 depicts the sample trial pictures collected from 
ISIC2016 and Fig 2(a) and (b) depicts the image without and 
with artefact, respectively. 
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 (a) Clear image (b) Image with artefact 

Fig. 2. Sample test images of ISIC2016 
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B. VGG-SegNet 

This work employs the pre-trained VGG-SegNet scheme 
to extract the SM fragment from the DDI and the architecture 
of this scheme is depicted in Figure 3. This method consists of 
two divisions namely the encoder and decoder parts as 
depicted in Figure 3. The Encoder consist a down 
convolution, which converts the given images into possible 
learned features and the decoder consist the up-convolution, 
which converts the images from the learned features [14-17]. 
The final segment of the decoder division consists of the 
SoftMax layer, which wills support a binary classification to 
separate the SM from background. The proposed scheme 
helps to get a binary SM fragment, which is then compared 
against the GT for validation. Other essential information 
regarding the VGG-SegNet can be found in earlier works [18-
22]. 

 
Fig. 3. Scheme of prêt-rained VGG-SegNet 

 
Considered VGG-SegNet scheme is initially trained using 

the considered DDI and later every image (1250 numbers) are 
tested with the trained system and the extracted binary SM is 
then considered for further evaluation. 

C. Validaion 

In medical image assessment, there is a proved practice to 
validate the constructed disease recognition scheme using the 
prescribed protocol to confirm its clinical significance.  

This protocol suggests the validation of the proposed 
scheme by computing the important Image-Performance-
Measures (IPM) during the assessment between the SM 
fragment and GT. In this work, the IPMs, such as True-
Positive (TP), False-Positive (FP), False-Negative (FN), and 
True-Negative (TN) are computed. From these measures, 
other values, such as Jaccard, Dice, Accuracy (ACC), 
Precision (PRE), Sensitivity (SEN), Specificity (SPE), and 
Negative-Predictive-Value (NPV) are also accomplished, and 
based on the computed IPMs; the significance of VGG-
SegNet is validated [21-25]. 

IV. EXPERIMENTAL RESULT  

This division of the research disclose the experimental 
results attained with the implemented scheme. This work is 
performed using the workstation; Intel i5 2.5GHz processor 
with 16GB RAM and 2GB VRAM set with MATLAB

®
. 

Initially, the VGG-SegNet is trained using the resized trial 
images of dimension 224x224x3 pixels and during this task 
the ooriginal and augmented images are considered. When the 
scheme is properly trained, then every test image of the 
ISLC2016 is separately tested and the attained results are 
tabulated for further assessment. The attained result of this 

work confirms that, proposed scheme helps to get better result 
on the clear as well as the DDI with artefact.  

Figure 4 depicts the result attained for a clear DDI. Fig 
4(a) depicts the chosen trial picture and Fig. 4(b)-(e) depicts 
the results obtained from various sections of VGG-SegNet. 
Finally, the segmented binary SM is depicted in Fig 4(f).  

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

Fig. 4. Segmentation result attained with sample DDI 

(a) Test picture, (b),(c) sample result from encoder, (d), (e) Sample 
result of decoder, (f) Extracted SM 

Similarly, Figure 5 depicts the outcome of the DDI with 
hair section. Extraction of the SM when the DDI is associated 
with the hair is very complex and from the results of Fig. 5, it 
is observed that the VGG-SegNet helped to extract SM with 
better accuracy. The sample image is depicted in Fig 5(a), Fig 
(b)-(e) depicts the intermediate results of this scheme and the 
final outcome is depicted in Fig 5(f).  

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

Fig. 5. Segmentation result attained with DDI with hair  

(a) Test picture with artefact, (b),(c) sample outcome from encoder, (d), (e) 
Sample outcome of decoder, (f) Extracted SM 

From the results of figure 4 and 5, it can be noted that the 
proposed scheme is efficient in localizing and segmenting the 
SM section from the considered DDI. Similar procedure is 
executed on all the test images and the extracted SM 
fragments are recorded.  

After extracting all the SM sections of the database, an 
assessment is implemented with the GT and the necessary 
values of the IPMs are computed. 
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V. DISCUSSION 

This research work aims to implement the CNN 
segmentation to extract the SM fragment from the DDI with 
superior accuracy. The implemented method is tested and 
evaluated on ISIC2016 database and the results attained for 
sample DDI (DDI1 and DDI2) are depicted in figure 4 and 5 
respectively. 

After extracting the essential SM, an assessment is 
implemented with the GT and the essential IPMs are 
computed. The IPMs attained for DDI1 and DDI2 is depicted 
in Table I and II and these values confirm that the proposed 
VGG-SegNet scheme works well on the clear and the DDI 
with artefact.  The IPM attained with the clear image is better 
compared to the image with the hair section. Similar 
procedure is employed to evaluate all the 1250 test images and 
the average of the computed IPMs are considered to validate 
the implemented scheme. 

TABLE I.  VITAL IMAGE PERFORMANCE MESURE CALCULATED USING 

COMPARISION OF SM AND GT  

Image TP FP TN FN Jaccard Dice 

DDI1 16647 1854 31607 68 89.65 94.54 

DDI2 5213 1523 43405 35 76.99 86.99 

TABLE II.  TIMAGE PERFORMANCE MEASURES FOR CHOSEN TEST 

PICTURESOF SAMPLE TEST IMAGES 

Image ACC PRE SEN SPE NPV 

DDI1 96.17 89.98 99.59 94.46 99.78 

DDI2 96.89 77.39 99.33 96.61 99.92 

 

The main advantage of the proposed scheme is, it is an 
automated technique and does not need any hair removal 
approaches as discussed in the earlier research work.  Table III 
compares the performance of the proposed technique with 
other existing method in the literature.  The results presented 
in this table confirms that, proposed approach help to get 
better values of ACC, PRE and SEN compared to the other 
existing methods. The SPE attained in earlier works are better 
compared to VGG-SegNet.  

TABLE III ASSESSMENT OF IMPLEMENTED SCHEME WITH EXISTING RESULTS 

Method 
ACC 

(%) 

PRE 

(%) 

SEN 

(%0 

SPE 

(%) 

EXB [26] 95.30 - 91.00 96.50 

CUMED [26] 94.90 - 91.10 95.70 

Mahnudar [26] 95.20 - 88.0 96.9 

ALL-FCNs [12] 95.20 89.90 92.40 96.00 

OSO-FCNs [12] 95.80 91.30 92.50 96.40 

Rajinikanth et al. [2] 92.16 89.18 93.16 92.18 

Dey et al. [3] 92.84 90.06 94.18 92.31 

Rajinikanth et al. [13] 92.29 89.74 92.88 92.25 

VGG-SegNet 97.16 92.81 95.04 94.75 

 

The Glyph-plot depicted in figure 6 confirms that the 
overall performance attained with VGG-SegNet is superior 
compared to other techniques. 

 

Fig. 6. Glyph-Plot to confirm the merit of VGG-SegNet 

In the proposed research, only the segmentation is 
performed with the considered VGG-SegNet scheme. This 
scheme consist the combination of Encoder and Decoder 
section and the encoder section is the traditional VGG16 
architecture without the Fully-Connected-Layer (FCL). When 
this section is associated with the FCL and the SoftMax 
classifier, then it is possible for us to classify the existing DDI 
into melanoma/non-melanoma class. The implementation of 
VGG16 based classification of the ISIC2016 is one of the 
recommended future scopes of this research. Further, in 
future, the extracted SM section can also be considered to get 
the essential texture and the shape features to implement the 
ABCD/ABCDE rule supported examination. 

VI. CONCLUSION 

Examination of the skin cancer using the computerized 
tool will considerably reduce the diagnostic burden during the 
mass screening. Hence a number of methods are proposed and 
implemented to detect the skin abnormalities using the DDI. 
This work employed a pre-trained VGG-SegNet scheme to 
extract and evaluate the SM fragment from the DDI with 
dimension 224x224x3 pixels. The proposed section consist 
encoder-decoder section and at the end it has a SoftMax 
classifier to execute a binary classification. The classifier unit 
separates the SM from the background and the binary form of 
SM is then compared ageist the GT to find the IPMs.  The 
average values of   IPMs of all the 1250 images are then 
computed and validated against the existing methods in the 
literature. The result of this work confirms that, proposed 
work offers better result with the ISIC2016 database. 
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 Abstract—For humans, emotions are important and play a 
significant role in human insight. Emotions are commonly 
identified by speech, facial expression and gesture. Recently 
Electroencephalograph (EEG) based emotion recognition have 
accumulated solid interest in the research community and it 
provides cheap, portable and reliable techniques for emotion 
recognition. In this work, classification of seed database having 
three emotions like positive, neutral and negative was 
performed, which was publicly available. This paper has two 
parts, time-series to image conversion of EEG signal and 
classification of emotion. First part, the data is transformed to 
an image that is used to analyse the EEG signal and in second 
part, the transformed image passes through deep learning to 
understand the emotions encountered during the EEG signal 
generation. Experimental results indicate that the scalogram of 
image encoding provides the best classification accuracy of 98%, 
compared to spectrogram and Hilbert Huang Transform (HHT) 
78% and 75% classification accuracy respectively.  
 
 Keywords-EEG, Spectrogram, Scalogram, Hilbert-Huang 
Transform (HHT). 

I. INTRODUCTION  
 In human cognition and speech of everyday life 
activities, emotions play a crucial role. It is connected with 
decision-making, observation, and interpersonal recognition. 
Understanding and realizing how to respond to an 
individual’s appearance mostly enhances the interactions. 
Psychology has an important role in realizing an 
individual’s emotion. The study of non-verbal actions was 
pioneered by psychologist Ekman and it helped to recognize 
the six basic emotions such as rage, fear, disgust, 
excitement, surprise, and sadness [1]. 
 By incorporating information from facial expressions, 
body movement, gestures [2] and speech [3], different forms 
of emotions were identified, which are known as external 
emotion expressions. Sometimes emotional states remain 
internal and cannot be detected externally. So the accurate 
rates of the external emotion expressed is high under 
extreme circumstances and low at normal situations. This 
work mainly focuses on emotion recognition based on 
electroencephalograph (EEG). EEG is an electrical activity 
of neural cells and it is reasonably objective assessment of 
emotions compared to non-physiological clues. 

 Spectrogram, Scalogram, Hilbert-Huang Transform 
(HHT) are techniques of image encoding that are used to 
translate time series data into images. A spectrogram, which 
is a visualisation of frequencies over time in a signal. It is 
the first image encoding technique that is used in this work. 
Time domain analysis and frequency domain analysis has 
been proven to be advantages of this technique [4]. Some 
researchers have recently explored automated extraction 
from image spectrograms with validated deep learning 
models. Yuan et al., [5] proposed spectrogram based image 
classification for patients’ EEG data analysis with CNN 

algorithm. Ruffin et al., [6] employed spectrogram based 
image classification for seizure detection from EEG signals 
with deep learning algorithms, which yielded an accuracy of 
77.57%. The second technique employed is the scalogram, 
which is a wavelet representation, plotted as a time and 
frequency function. It provides a high time period at low 
frequencies windowing and low time period at higher 
frequencies windowing [7]. Li et al., [8] implied 
Convolutional Recurrent Neural Network (C-RNN) based 
emotion recognition from multi-channel EEG data with 
72.06 percent valence and 74.12 percent arousal accuracy. 
Kaya et al., [9] suggested a minimum Redundancy 
Maximum Relevance-Convolutional Neural Network 
(mRMR-CNN) for classifying EEG signals based on an 
influential approach to the system for aid decision. And 
Turk et al., [10] employed scalogram based epilepsy 
detection using CNN. Energy representations of scalograms 
have limitations such as signals cannot be reconstructed 
from the phase information and cross- terms appear as 
interferences in the T-F plane between patterns [11]. 

  The third technique is HHT, which has two-step 
methods to analyse the non-stationary and nonlinear signal 
[12]. In HHT, the initial step is the Empirical Mode 
Decomposition (EMD) that parts the first sign into a limited 
number of intrinsic mode functions (IMFs). In the following 
stage, the Hilbert Transform (HT) that creates an orthogonal 
pair is the second step of HHT. A few researchers have 
analyzed the HHT based EEG signal. Li et al., [13] 
employed the approach for extracting features and pattern 
recognition of ictal EEG was suggested using analytical 
mode and Support Vector Machine (SVM). Wang et al., 
[14] proposed a methodology to define and decompose non-
stationary and non-linear objects, for example by combining 
CNN with HHT. The HHT provides more accurate time 
spectral representations in nonstationary signals [15] and the 
findings are presented in time-frequency-energy space [16] 
and are based on an adaptive basis.  
 In this paper, emotions are classified from EEG signals 
by employing the three time series to image encoding 
techniques in CNN. Furthermore these models are evaluated 
on the basis of their accuracy and performance. 
 The accompanying areas of this paper are organized as 
follows: section II clarifies the methodology. The result and 
discussion are found in segment III, and the conclusions are 
given in area IV. 

II. METHODOLOGY 
Our proposed methodology has two parts, image 

encoding and classification of emotions. The time series 
signal is converted to an image in the first section and the 
second portion involves emotion classification by the use of 
deep learning. Fig. 1. shows the block diagram of 
methodology. 
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       Fig. 1. Block diagram of methodology. 

 

A. Database  
 The dataset is taken from a seed database and is openly 
available [17]. The dataset is a deep belief network to 
construct an EEG based emotion recognition model for 
three emotions. It involved fifteen students from Shanghai 
Jiao Tong University (7 males and 8 females) with self-
reported normal or corrected vision and normal hearing. 
Chinese film clips of positive, neutral, negative emotions 
are used to evoke their feelings. There are fifteen trials in 
an experiment and it consists of five for positive, five for 
neutral and five for negative. EEG data was recorded 
according to the international 10-20 schemes, from a 62-
channel electrode cap. In this methodology, preprocessed 
data is collected from the database. It comprises three 
emotional classifications, such as positive, neutral and 
negative, and data is down sampled to 200 Hz. The EEG 
information was prepared with a 0.3 to 50Hz band pass 
channel. Here, Fig. 2. shows the EEG signal of 2s segment 
in the dataset. EEG signal, x-axis reflects time of 2s and y-
axis represents amplitude of the signal. 

 
Fig. 2. EEG signal of 2s segment. 

 

B. Image Encoding  

 Image encoding is done using three techniques such as 
Spectrogram, Scalogram and HHT for converting time 
series signals to images. 

 
 

a) Spectrogram: The transform is a visual representation of 
signal strength by time at different frequencies. In the visual 
representation, the x-axis represents time and y-axis 
addresses frequency. The third dimension defines the 
amplitude at a particular time. The colour intensity at each 
point reflects the signal amplitude. Spectrogram [18] was 
determined from the time signal by utilizing Short Time 
Fourier Transform (STFT). The EEG data is split into 
segments of nonoverlap. The segments are then passed 
through the Fourier transform to obtain the spectrogram. 
Every vertical line shows the estimation portions of 
amplitude versus frequency briefly as expected. The vertical 
lines are laid together to shape a three-dimensional surface 
image of the spectrogram. 

 Equation (1) shows the spectrogram that can be 
determined by processing the square size of the STFT itself. 

Spectrogram (n, k) = |STFT (n, ω)|2                              (1) 
        

STFT (n, ω) = 𝑦  [𝑥]  𝜔  [𝑛 − 𝑥!
!! ]. 𝑒!!"#              (2) 

 

where equation (2) represents the STFT of the signal.  

 In this work, single channel EEG signals is considered 
from the spectrogram. First, it splits the EEG signal into 
smaller parts. Here the EEG signal is divided using hanning 
window technique into 2s segments. To each of the smaller 
segments, STFT is then applied. As a result, the signal 
spectrogram can be computed from the STFT. Fig. 3. 
represents the spectrogram of the EEG signal. 

 
Fig. 3. Spectrogram of EEG signal. 

 
b) Scalogram: The squared amplitude of the Continuous 
Wavelet Transformation (CWT) is the scalogram [19]. The 
CWT goes through a function known as the mother wavelet. 
The relation between scales and frequencies can be used in 
the conversion process to construct a time-frequency map 
from the scalogram, which is both scaled and shifted. At 
high frequencies, Scalogram provides short time interval 
windowing and long time interval windowing at low 
frequencies. CWT has the ability to divide windows at 
different sizes, allowing it to best analyse the high and low 
frequency information in the time series. Therefore, this 
technique is used for high frequencies on a small scale and 
low frequencies on a high scale for better resolution.  
 The scalogram's mathematical expression follows 
equation (3). 
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Wx (s, τ) = !
√!
   𝑥 𝑡 ∗   𝜓 !!!

!
!
!! .𝑑𝑡                 (3) 

 
where 𝑥 𝑡    represents the time signal, ψ 𝑡  is wavelet 
function. s represented the scale and τ represented the 
position parameter. Fig. 4. show the EEG signal scalogram 
image. 

 

 
Fig. 4. Scalogram images of EEG signal. 

 
c) Hilbert-Huang Transform: It is a non-stationary and non-
linear analysis of signals. It requires two steps, such as the 
EMD and HT. Firstly, The original EEG signal is split 
into number finite functions in EMD. IMF for signal 
division captures the largest frequency portion of each event 
in the signal. Later process, HT produces a couple for every 
IMF, which is phase, moved to 90 degrees [20]. These 
techniques help to measure the instantaneous difference in 
amplitude and frequency as for time. 

Mathematically, the original signal X(t) can be 
given by the equation (4). 
 
 

X	  (t)	  =	   𝑐!!
!!! 𝑡 + 𝑟!(𝑡)	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (4) 

	  
 
where i represent the number of the corresponding IMF 
in   𝑐! 𝑡  and residue portion represents 𝑟! 𝑡 .  To get 
instantaneous frequency 𝜔𝑖(𝑡)  and amplitude 
𝑎𝑖 𝑡   initially the signal is decomposed into IMFs, later 
the HT can be performed on each IMF. 
 
HT of every IMF component 𝑐! 𝑡  is given in equation (5). 
 

𝑢! 𝑡 = !
!
  𝑃 !!(!)

!!!
   .𝑑𝜏!

!!                                (5) 

 
where, Cauchy Principal Value represents P. 𝑐! 𝑡 , 𝑢! 𝑡  
can be combined to form the analytic signal 𝑧! 𝑡 ,which 
has been explained in equation (6). 
 
 

𝑧! 𝑡   = 𝑐! 𝑡 +   𝑗𝑢!(𝑡) = 𝑎! 𝑡   𝑒!!!!             (6) 
 
 

where, 
𝑎! 𝑡 = 𝑐!! 𝑡 +   𝑢!!(𝑡)   and 𝜃! 𝑡 = arctan !!(!)

!!(!)
   

  

and instantaneous frequency is   
 

𝜔!(𝑡)  = !  !!(!)
!"  

 
The EEG data X(t) can be expressed as a form of an 
equation by applying the HT to the segments of every IMF. 
 
 

X (t) = ℜ 𝑎!(𝑡)!
!!! 𝑒! !! ! .!" +   𝑟!(𝑡)          (7) 

 
where equation (7) represents the three-dimensional 
representation of instantaneous frequency and amplitude as 
a function of time. The hilbert amplitude spectrum H(w, t) 
was designed from the three dimensional distribution on the 
time-frequency plane. Fig. 5. shows the HHT spectrum of a 
single channel EEG signal. Time is expressed by the x-axis, 
frequency is expressed by the y-axis and colour expresses 
energy. 
 

 
Fig. 5. HHT images of EEG signal. 

 
 

C. Deep Learning  

a) Convolutional Neural Network: It is a subset of deep 
learning network, which is commonly used for image 
recognition [21]. CNN is a very effective and fine-tuned 
model that is ideal for a wide variety of applications [22]. In 
this work, RGB image is considered for CNN classification 
because it gives a better choice of what kind of features can 
be detected by the CNN and provides better classification 
accuracy [23]. The CNN architecture shown in Fig. 6. 
includes several layers, such as the layer of convolution, 
pooling layer, and completely linked layer. The convolution 
layer performs input extraction via the convolutional kernel 
function. Sigmoid activation function is used for enhancing 
the speed of convergence here and used 50 epochs for 
training the dataset for better performance. The pooling 
layer down, samples the function acquired from the 
convolution layer. Yield from the pooling layer is passed 
across the flatten and fully connected layer. Softmax layer 
gives the last yield of the CNN.  

 

2021 IEEE Seventh International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, ICBSII 2021-25th-27thMar’21 ISBN: 978-0-7381-4471-9/21

164



 
 

Fig. 6. Architecture of CNN 
 

Table I. contains the specifications of the parameters used to 
train the Spectrogram, Scalogram, and HHT. 

TABLE I. Hyper parameter of Network 
 

Hyper parameters Parameter 

Learning rate 0.0001 

Strides 2 

Loss Function Sparse Categorical Cross 
entropy 

Pooling MaxPooling 

Epochs 50 

 

III. RESULT AND DISCUSSION 
In all the three approaches examined in the previous 

section, 70% of the images are used for training and rest 
were utilised for testing. From the EEG signal, Spectrogram, 
Scalogram, and HHT were produced. The overall accuracy 
obtained for EEG based emotion classification from 
spectrogram-CNN is 78%. HHT-CNN and scalogram-CNN 
accuracy obtained is 75% and 98% respectively for emotion 
classification from CNN. In this work, the scalogram shows 
the best accuracy for emotion classification compared to 
other two techniques. Although, at low frequencies, it offers 
a long time window and a short time window at high 
frequencies. The training and validation accuracy of the 
Scalogram are shown in Fig. 7 and losses is shown in Fig. 8.  

 
Fig. 7. Training and Validation accuracy of Scalogram 

 

 
Fig. 8. Training and Validation loss of Scalogram 

 

The training and testing accuracy of three techniques are 
compared as shown in Table II.  

TABLE II. Accuracy and Loss of three techniques 
 

 
 

Approach 

 
Training 

 
Testing 

 
Accuracy % 

 
Loss 

 
Accuracy 

% 

 
Loss 

Spectrogram 86 0.913 78 0.941 

HHT 90 0.904 75 0.961 

Scalogram 99 0.863 98 0.867 

 

Recall, Precision, and F1 Score performance of three 
approach measures are shown in Table III. 

 
TABLE III. Performance of models 

 

Approach Precision Recall F1 Score 

Spectrogram 78.6 78 78.3 

HHT 74.6 75 74.3 

Scalogram 98 98.3 98.3 

 

IV. CONCLUSION 

 In this paper, human emotions contained in the SEED 
dataset have been classified. Various types of image-
encoding approaches- Spectrogram, Scalogram, and HHT 
have been utilized in the proposed system. Human emotions 
have been classified, and features of emotions have been 
extracted by using a deep learning model. The experiment 
has concluded that the proposed system, Scalogram-CNN, 
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outperformed the other techniques, Spectrogram-CNN and 
HHT-CNN. 

REFERENCES 
[1] Kobayashi, Hiroshi, and Fumio Hara. ”Recognition of six basic facial 

expression and their strength by neural network.” In [1992] 
Proceedings IEEE International Workshop on Robot and Human 
Communication, pp. 381-386. IEEE, 1992.  

[2]  Varghese, Ashwini Ann, Jacob P. Cherian, and Jubilant J. 
Kizhakkethottam. ”Overview on emotion recognition system.” In 
2015 International Conference on Soft-Computing and Networks 
Security (ICSNS), pp. 1- 5. IEEE, 2015.  

[3] Gopalakrishnan, Athira, K. P. Soman, and B. Premjith. "Part-of-
Speech Tagger for Biomedical Domain Using Deep Neural Network 
Architecture." In 2019 10th International Conference on Computing, 
Communication and Networking Technologies (ICCCNT), pp. 1-5. 
IEEE, 2019. 

[4] Parsons, Stuart, Arjan M. Boonman, and Martin K. Obrist. 
”Advantages and disadvantages of techniques for transforming and 
analyzing chiropteran echolocation calls.” Journal of Mammalogy 81, 
no. 4 (2000): 927-938  

[5] Yuan, Longhao, and Jianting Cao. ”Patients’ EEG data analysis via 
spectrogram image with a convolution neural network.” In 
International Conference on Intelligent Decision Technologies, pp. 
13-21. Springer, Cham, 2017.  

[6] Ruffini, Giulio, David Ibanez, Marta Castellano, Laura Dubreuil-Vall, 
˜ Aureli Soria-Frisch, Ron Postuma, Jean-Franc¸ois Gagnon, and 
Jacques Montplaisir. ”Deep learning with EEG spectrograms in rapid 
eye movement behavior disorder.” Frontiers in neurology 10 (2019).  

[7] Garg, Divya, and Gyanendra K. Verma. ”Emotion Recognition in 
Valence-Arousal Space from Multi-channel EEG data and Wavelet 
based Deep Learning Framework.” Procedia Computer Science 171 
(2020): 857-867.  

[8]  Li, Xiang, Dawei Song, Peng Zhang, Guangliang Yu, Yuexian Hou, 
and Bin Hu. ”Emotion recognition from multi-channel EEG data 
through convolutional recurrent neural network.” In 2016 IEEE 
international conference on bioinformatics and biomedicine (BIBM), 
pp. 352-359. IEEE, 2016.  

[9]  Kaya, Duygu. ”The mRMR-CNN based influential support decision 
system approach to classify EEG signals.” Measurement 156 (2020): 
107602 

[10] Turk, ¨ Omer, and Mehmet Sirac¸ ¨ Ozerdem. ”Epilepsy detection by 
using ¨ scalogram based convolutional neural network from EEG 
signals.” Brain sciences 9, no. 5 (2019): 115.  

[11] Rioul, Olivier, and Martin Vetterli. ”Wavelets and signal processing.” 
IEEE signal processing magazine 8, no. 4 (1991): 14-38.  

[12] Phan, Sonal K., and Cathy Chen. ”Big Data and Monitoring the 
Grid.” In The Power Grid, pp. 253-285. Academic Press, 2017.  

[13] Li, Shufang, Weidong Zhou, Qi Yuan, Shujuan Geng, and Dongmei 
Cai. ”Feature extraction and recognition of ictal EEG using EMD and 
SVM.” Computers in biology and medicine 43, no. 7 (2013): 807-
816. 

[14] Wang, Shuang, Bin Guo, Chenjie Zhang, Xuemei Bai, and Zhijun 
Wang. ”EEG detection and de-noising based on convolution neural 
network and Hilbert-Huang transform.” In 2017 10th International 
Congress on Image.and Signal Processing, BioMedical Engineering 
and Informatics (CISP-BMEI), pp. 1-6. IEEE, 2017. 

[15] Deng, Siyi, Ramesh Srinivasan, Tom Lappas, and Michael D’Zmura. 
”EEG classification of imagined syllable rhythm using Hilbert 
spectrum methods.” Journal of neural engineering 7, no. 4 (2010): 
046006.  

[16] Huang, Norden E. ”Introduction to the Hilbert–Huang transform and 
its related mathematical problems.” In Hilbert–Huang transform and 
its applications, pp. 1-26. 2014.  

[17] Zheng, Wei-Long, and Bao-Liang Lu. ”Investigating critical 
frequency bands and channels for EEG-based emotion recognition 
with deep neural networks.” IEEE Transactions on Autonomous 
Mental Development 7, no. 3 (2015): 162-175.  

[18]  Li, Penghua, Minglong Chen, Fangchao Hu, and Yang Xu. ”A 
spectrogram-based voiceprint recognition using deep neural 
network.” In The 27th Chinese Control and Decision Conference 
(2015 CCDC), pp. 2923-2927. IEEE, 2015.  

[19] Türk, Ömer, and Mehmet Siraç Özerdem. "Epilepsy detection by 
using scalogram based convolutional neural network from EEG 
signals." Brain sciences 9, no. 5 (2019): 115.  

[20] Tang, Shifu, Hong Ma, and Liyun Su. "Filter principle of Hilbert-
Huang transform and its application in time series analysis." In 2006 
8th international Conference on Signal Processing, vol. 4. IEEE, 
2006. 

[21] Rajkumar, A., M. Ganesan, and R. Lavanya. "Arrhythmia 
classification on ECG using Deep Learning." In 2019 5th 
International Conference on Advanced Computing & Communication 
Systems (ICACCS), pp. 365-369. IEEE, 2019. 

[22]  Saiharsha, B., B. Diwakar, R. Karthika, and M. Ganesan. "Evaluating 
Performance of Deep Learning Architectures for Image 
Classification." In 2020 5th International Conference on 
Communication and Electronics Systems (ICCES), pp. 917-922. 
IEEE, 2020. 

[23] Sachin, Rajan, V. Sowmya, D. Govind, and K. P. Soman. 
"Dependency of various color and intensity planes on CNN based 
image classification." In International symposium on signal 
processing and intelligent recognition systems, pp. 167-177. Springer, 
Cham, 2017. 

 

2021 IEEE Seventh International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, ICBSII 2021-25th-27thMar’21 ISBN: 978-0-7381-4471-9/21

166



XXX-X-XXXX-XXXX-X/XX/$XX.00 ©20XX IEEE 

6 

Novel Method for Analyzing the Relation of 

miRNA Seed Length and the 

miRNA-mRNA Interaction Strength   

 

 

Binthiya Suny Gabriel 

Department of Electronics, CUSAT 

Cochin University of Science and 

Technology 
Kochi, India 

binthiya_gabriel@hotmail.com 

 

 Tessamma Thomas  

Department of Electronics, CUSAT 

Cochin University of Science and 
Technology 

  Kochi, India                           
tessamma1@gmail.com 

 

Abstract— microRNAs have been recognized as an important 

regulator of gene expression among a number of species. Although 

analysis done in genomics, on a comparative basis, indicate that 

miRNAs have many targets, how these targets respond to the 

miRNA targeting at the seed region, have not been fully explored. 

The application of correlation method for identifying the breast 

cancer specific seed region of miRNA for two breast cancer 

specific mRNAs BRCA1 and ERBB2 is presented in this paper. 

The results obtained indicated a peak at the point of maximum 

coincidence between miRNAs and its target. A nearly linear 

relationship between the miRNA seed length and the correlation 

strength between the mRNA and its corresponding miRNAs was 

also observed. 

Keywords- binding region, correlation strength, normalised 

correlation, seed length, seed region 

I. INTRODUCTION  

In the past three decades, cancer was considered to be a      
result of changes in the expression of genes that code for 
proteins. MicroRNAs have recently been found to associate 
with the formation of tumour by either acting as a suppressor 
or an oncogene [1,2]. 

MicroRNAs regulate the expression of a gene by binding 
to the complementary sites in the 3‘-UTRs of mRNAs. This 
interaction between miRNA and the target is importantly 
influenced by the seed region. The most significant 
prerequisite for proper repression, is a perfect seed base 
pairing. The strength of base pairing contributes to the 
stability of the miRNA-target duplex and is also important in 
miRNA repression [3]. 

In this study, the strength of the base pairing is expressed 
in terms of normalized correlation between the 3‘UTR of the 
target gene and its corresponding miRNAs. The study also 
includes finding a relationship between the length of the seed 
sequence and the strength of the correlation.  

II. LITERATURE STUDIES  

The interaction between a miRNA and an mRNA is 
affected by the strength of binding between the two at the 
seed region. Researchers have suggested that longer seed 
regions have higher efficacy on the repression of mRNA. 
Tests were done to evaluate the hypothesis by calculating the 
differential expressions of all the miRNAs that target the 
mRNA. This study did not find a linear relationship between 

the length of the seed and expression profiles of miRNAs 
[4,5]. 

SVM based binary classification method has been 
developed  to predict the targets of miRNA. This approach 
also uses an approach to model both the canonical and non-
canonical matches in the seed. A superior performance was 
achieved by making seed enrichment metric [6]. 

Unsupervised computational methods have been used to 
find out the seed regions without considering the miRNA 
biology. Though the method successfully found several 
known seeds, its novelty could not be considered as a proper 
evidence for a sequence to be considered as a seed [7]. 

A very much simplified method for studying the miRNA-
mRNA interaction, chimera PCR, has obtained considerable 
results in detecting specific miRNA-mRNA interactions. 
However, this study claims that seed region is not sufficient 
for target interactions that are functional in nature [8]. 

The seed region/sequence plays a very significant role in 
analysing the extent of interaction between miRNA and 
mRNA towards cancer. Our study on seed region and its 
relation to the strength of correlation will help further in 
studying the characteristics of the breast cancer specific 
miRNA-target gene-TF disease network.  

As mentioned earlier, when some of the miRNAs bind 
with mRNAs, deadenylation may occur, leading to cancer. 
Our purpose is to find out such seed binding regions within 
the binding regions that are specific to breast cancer. The 
new method; correlation method, is used for finding these 
seed binding regions to then analyze the relationship 
between the seed length and the strength of correlation in the 
interaction between miRNA and mRNA.  

III. METHOD USED  

The importance of methods based on signal processing, is 
attributed to their application in collecting, processing and 
interpreting the information present in both genomics and 
proteomics data. The importance of genomic signal 
processing is rising as it has been recognized that the 
characterization of genomic and proteomic regulations 
require various disciplines related to signal processing [9-
11]. 

A deeper understanding of the systems theory is needed 
for topics related to systems biology, which also entails 

2021 IEEE Seventh International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, ICBSII 2021-25th-27thMar’21 ISBN: 978-0-7381-4471-9/21

167



various methods of signal processing. Bioinformatics and 
Genomic Signal Processing both apply computational 
methods to tackle various problems related to biology. 
Several Digital Signal Processing techniques including STFT 
have found application in the search for genomic repeats and 
also in finding both the thermodynamic and bending 
properties of DNA using Fourier analysis [12-14].  

Several DSP based algorithms have been applied to 
studying the characteristics of DNA and RNA sequences. 
However, the solutions provided by these algorithms include 
much background noise that is computationally complex and 
less accurate. Additional techniques need to be used in order 
to remove the noise [15-18]. 

When some of the miRNAs bind with mRNAs, 
degradation may occur, leading to cancer. Our purpose is to 
find out such binding regions and seed binding regions 
specific to breast cancer, without the presence of any 
background noise. Normalised Correlation method is used 
for this purpose. 

A. Determination of mRNA binding region and the    

miRNA seed region 

The steps involved in finding the binding region of miRNA 

to the mRNA, and the seed region are as follows: 

 

1. The miRNA and the mRNA, whose binding region to the 

miRNA is to be found, are selected. 

2.The normalized correlation between the reverse 

complimented miRNA and the mRNA, is calculated by 

shifting the miRNA by one base and finding the location of 

maximum correlation [19]. 

3. The region of maximum correlation/coincidence between 

mRNA and the reverse complimented miRNA is noted. 

4. The region where at least 6 to 8 bases coincide between 

the two sequences is considered the seed region of the 

miRNA. 

5. The graph of normalized correlation versus the number of 

times the reverse complimented miRNA sequence is shifted 

along the length of the mRNA sequence is plotted. 

6. The above steps are repeated for all the miRNAs that 

target the breast cancer specific mRNA. 

7.The relationship between the seed length and the 

correlation strength values for BRCA1 is also plotted.  

 

IV. DATABASE 

The lists of the miRNAs that target an mRNA are 
obtained from the exiqon website  
[[https://www.exiqon.com/miRSearch] and the miRNA 
sequences are obtained from the miRBase website 
[https://www.mirbase.org/]. The 3‘UTR of the breast cancer 
specific mRNAs are obtained from the UCSC Genome 
Browser website [https://www.genome.ucsc.edu/]. The 
breast cancer specific mRNAs BRCA1, ERBB2 and the 
miRNAs that target both these mRNAs, were used for 
analysis, in this study. 

V. IMPLEMENTATION OF THE METHOD 

The analysis to find a relation between the correlation 

strength values and the number of shifts was done using the 

normalized correlation method. The normalized correlation 

between the 3‘UTR of breast cancer specific mRNA, 

BRCA1, and the reverse complimented sequence of 

miRNA, hsa-miR-6720-5p was done to first obtain the 

region of maximum correlation/binding region and later to 

obtain the seed binding region. The method was also 

repeated for another breast cancer specific mRNA, ERBB2, 

with the same miRNA. 

A. Illustrating Example 1 

Input mRNA: BRCA1 (3‘UTR: 1383 Bases) 

Input miRNA: hsa-miR-6720-5p (23 Bases) 

 

     BRCA1 or Breast Cancer 1 is a gene that usually plays a 

role in restraining the growth of cells in the breast. 

However, a mutation in this gene predisposes to breast 

cancer [20]. In this example, as shown in Table I, the seed 

sequence obtained is GGCTGGAA. 
 

TABLE I. CORRELATION AND LATERAL SHIFT DETAILS FOR 

hsa-miR-6720-5p (BRCA1) 

 

 
 

      This seed region is an 8-mer/1-8 length seed. The 

reverse complimented miRNA sequence when shifted along 

the BRCA1 3‘UTR sequence, gives maximum correlation 

strength value at the 323rd shift. Figure 1 show how the 

correlation strength value gradually increases till the 

maximum value of 0.9836 is reached and later decreases. 

 
                           Fig. 1. Correlation strength values versus the no. of 

shifts of hsa-miR- 6720-5p for BRCA1 

        

     ERBB2 (erbB-2) is found to be overexpressed in breast          

cancer up to around 30%. This gene is known to encode a 

member of the EGF (Epidermal Growth Factor) receptor 

family.        

B. Illustrating Example 2 

Input mRNA: ERBB2 (3‘UTR: 618 Bases) 

Input miRNA: hsa-miR-6720-5p (23 Bases) 
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     From the analysis of Table II and figure 2, it was found 

that the binding position of the mRNA occurs at the 

maximum correlation position and hence maximum 

correlation position was chosen as the point of maximum 

correlation. 
 

TABLE II. CORRELATION AND LATERAL SHIFT DETAILS FOR 
hsa-miR-6720-5p (ERBB2) 

 

 

 

 
                     Fig. 2. Correlation strength values versus the no. of shifts of 

hsa-miR- 6720-5p for ERBB2 

      

     For the validation of the results obtained, the analysis 

was extended to two other breast cancer specific mRNAs, 

BRCA2 and EGFR. BRCA2 is also a tumor suppressor 

gene, and is found in all humans. The BRCA2 protein, also 

known by the name breast cancer type 2 susceptibility 

protein, is responsible for repairing the DNA. BRCA1 and 

BRCA2 are expressed in the breast cells where they 

together help in the repair of damaged DNA or destroy the 

cells if the DNA cannot be repaired [21]. 

     The figure 3 shows the variation in the correlation 

strength values with the number of shifts for 3 miRNAs; 

hsa-miR-146a-5p, hsa-miR-513c-5p, and hsa-miR-514b-5p 

with maximum correlation values of 0.9051, 0.835 and 0.8 

respectively.   

 
       Fig. 3. Variation in Correlation strength values with No. of shifts  
                                             for BRCA2 

 

     The Epidermal Growth Factor Receptor (EGFR) is one 

among the first identified important targets of the antitumor 

agents. Approximately half the numbers of cases of triple 

negative breast cancer and also the inflammatory breast 

cancer have EGFR in the overexpressed state. Extensive 

research has indicated that EGFR targeted therapy might 

have promising roles in different types of breast cancer [22, 

23]. 

     Figure 4 shows the variation in the correlation strength 

values with the number of shifts for 3 miRNAs; hsa-miR-

1287-5p, hsa-miR-127-5p, and hsa-miR-885-5p with 

maximum correlation values of 0.9901, 0.9937 and 0.9956 

respectively.   
 

 
 Fig. 4. Variation in Correlation strength values with No. of shifts for 

                                                          EGFR 

 

VI. RESULTS AND DISCUSSION 

1. 1. The observations made about the relationship between 

correlation strength and the number of shifts of the miRNA, 

was applied to breast cancer specific mRNAs BRCA1, 

ERBB2, BRCA2, and EGFR. The validation of the results 

obtained was done to 25 other breast cancer specific 

mRNAs to obtain similar results.  

 

2. 2. When it comes to expanding the research on the role of 

miRNA-miRNA interaction in the progression of breast 

cancer, the interaction between the types of seed (seed 

length) with the correlation strength values also paves a way 

to understanding the extremity of breast cancer.  This new 

relationship was tested between the 3‘UTR of BRCA1 and 

all the miRNAs that target this gene. The figure below 

shows the result.  

 

     Figure 5 shows the 38 miRNAs that target the 3‘UTR of 

BRCA1. The area shaded in orange shows the maximum 

values of correlation strength between BRCA1 and each of 

the miRNAs. It can be noted that the highest values of 

correlation strength is associated with miRNAs having 8-

mer seed. The miRNA hsa-miR-4506 (77 bases) is the only 

miRNA belonging to the 7-mer-A1/1-7 seed group. 7-mer 

m8 and 6-mer seeds have correlation strength values much 

lesser than the 8-mer and 7-mer-A1 seeds.  
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Fig.5. Correlation Strength Values vs. Seed type for BRCA1 

 

 

                                   VII CONCLUSION 

     Cancer involves changes in the expression and 

structure of genes. Mutations in miRNAs lead to 

abnormalities thus stopping the cells from attaining the 

fully differentiated form. The seed binding regions of 

miRNAs specific to the breast cancer specific mRNAs 

BRCA1, BRCA2, ERBB2 and EGFR were identified 

using the correlation method and a nearly linear 

relationship was found between the value of the binding 

strength (between the mRNA and the miRNAs that target 

the mRNA) and the seed type.  

 
 

                           APPLICATION POTENTIAL OF THE WORK 

     Breast cancer is a more frequently seen cancer in 

women. The role of miRNAs in the progression of breast 

cancer provides a platform for further analysing the 

repression effects of miRNAs. The impact of miRNA on 

the expression of mRNA is determined by the seed region 

of miRNA. The application of normalised correlation in 

finding the seed region will help in determining the extent 

of complexity of the cells in cancer. The identification of 

seed region/sequence using other signal processing 

methods will be attempted for the purpose of comparing 

and validating the results obtained.    
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Abstract 

 Multiple sclerosis (MS) is a chronic idiopathic disease 

that results in multiple areas of inflammatory demyelination in 

the Human Central Nervous System (CNS) and it causes various 

trouble with mobility and upper limb function, bladder, vision, 

speech, swelling, and cognition. Hence, we need early detection 

and accurate identification of pathological changes of disease 

progression for MS patients. In this work, automated 

segmentation method of Reaction-Diffusion Level Set Evolution 

(RDLSE) is employed for T2-Weighted (T2W) Magnetic 

Resonance images. Axial view of MR images of Various MS 

Patients based on Extended Disability Status Scale (EDSS) of the 

University Medical Centre Ljubljana are used in this analysis. 

The segmented output image accuracy is validated with Ground 

Truth images. Texture analysis are employed to Segmented MS 

region in MR images to improve the accuracy and identification 

of differences in brain tissue structure. Results show RDLSE 

methods are able to segment the small MS lesions even in the 

presence of heterogeneous intensity values and segmented output 

image feature value show the MS lesion load for various EDSS 

values in MS patient T2W MR Images. 

Keywords—Multiple sclerosis, Magnetic Resonance Imaging, 

White Matter Lesions, Reaction-Diffusion Level Set Evolution 

(RDLSE), Texture analysis. 

I. INTRODUCTION 

.  

Multiple sclerosis (MS) is a chronic Idiopathic disease that 

results in multiple areas of inflammatory demyelination in 

the Human Central Nervous System (CNS) and the brain[1]. 

The MS disease causes the immune system to attack axons, 

causing the myelin sheath resulting in conduction to obstruct 

which leads to permanent loss of brain function. The 

destruction of the myelin sheath leads to impaired 

communication between nerve cells and neurological 

symptoms such as abnormal sensation vision problems, and 

upper limb function, bladder, vision, speech, swelling, and 

cognition [2].Extended Disability Status Scale is used to 

measure the level of disability for MS diseases and also 

monitor the variations in the level of disability over time [3]. 

The MS affected brain tissue is detected with noninvasive 

biomarkers method to assess the importance of disease 

management and improve treatment effectiveness [4,5]. 

Magnetic Resonance Imaging (MRI) is the perceptive 

noninvasive imaging modality for diagnosing of MS 

diseases and monitoring its progression in various time 

periods[6].The MS diseases affected area are shown in the 

periventricular white matter, internal capsule, corpus 

callosum of brain region and in the form of demyelination, 

gliosis, and edema. The MRI of T2 Weighted (T2W) images 

are used to represent high signal intensity due to deviation in 

volume of White matter intensity.  MS lesions of white 

matter signal abnormalities (WMSA) are measured in MR 

brain image using interactive detection and delineation by a 

radiologist with CAD tools [7].The manual segmentation 

methods have a lot of demerits like more time consuming, 

huge intra expert and inter expert variability to detect and 

validate the myelin loss. Due to overlapping of pixel 

intensity in MRI brain tissues leads to misclassification. 

Hence, many researchers are developed many semi-

automatic[8] and automatic segmentation [9] methods for 

MS analysis. The automated segmentation algorithm 

faces challenges for the Identification of small lesions is 

more complex, because of noise and heterogeneity present 

in MR images. Many researchers have used level set 

methods based on Partial Differential Equations (PDE) to 

segment the white matter lesions even in the presence of 

intensity inhomogeneity. Texture-based analysis are used 

for the extraction of diagnostically meaningful information 

to discriminate the between Normal and Abnormal-

appearing white matter lesions in Brain MR images[10]. In 

this work, Texture Analysis of Reaction Diffusion Level Set 

Evolution (RDLSE) is employed to analyze the quantifying 

disability in Multiple sclerosis in T2W MR Brain images 

II. MATERIALA AND METHOD  

A. Methodology 

In this work we used MR Image data set from the University 

Medical Centre Ljubljana UMCL[11] with Siemens 3 Tesla 

MRI scanner. The images are selected based on various 

EDSS value and Input image shown in Fig 1.The axial view 

of MRI scan and slices range from 98 to 119 are used for 

this study. The input axial view image are preprocessed with 

skull stripping method to remove unwanted nonbrain 

image[12,13]. Gaussian filter is employed to remove 

additive noise present in the skull stripped image [14,15] 
and subjected to RDLSE method for segmentation of white 

matter lesions.  
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B. Reaction Diffusion Level Set Method 

The Reaction Diffusion level set evolution is given by [16] 

 

                  (1) 

 Where is always positive value, )(L =-Fδ( )  for 

variational LSM,  -laplacian operator and )(0 x initial 

LSF.Diffusion term gradually regularizes the LSF to be 

piecewise constant every segment domain of given input 

image i . 

 Geodesic Active Contour(GAC) of reaction 

diffusion level set evolution are used to evaluate the image 

curvature of lesions by Partial Differential Equation is given 

below  

)2(|)(|
||

|)(|( IvgIgdivF +



=



  

where g(| represents the stopping edge 

function for contour evaluation on the image boundary,  

v is the constant force and assigned as 0.9, and denotes the 

Gaussian kernel set as 1.5 for image smoothening. 

C.  Evaluation measures 

The segmented MS lesion image is validated with the ground 

truth image. In this work, Comparing voxel to voxel in 

segmented and ground truth image and classified as a true 

positive (TP), false positive (FP), true negative (TN) or false 

negative (FN). To validate the segmentation and should get 

the maximum number of TPs and TNs, and the minimum 

number of FPs and FNs for perfect segmentation[17,18]. The 

segmented lesions are utilized to extract features which 

include Contrast and Dissimilarity. Contrast measures the 

amount of local variations present in an image.  

D. Results and Discussion 

                
            (a)                            (b)                               (c) 

Fig.1 (a,b,c) T2 Weighted MR axial view images. 

The axial view of MR images are recorded using T2W 

sequences from University Medical Center Ljubljana 

(UMCL) database, considered for this study. T2W images of 

MS lesions are shown in Fig.1. The MS lesion presented in 

both T2W sequences has higher pixel values. In T2W 

images, the MS lesions appear hyper-intensity signals that 

reflect lesions produced largely due to the loss of axon nerve 

fibers and demyelination.To remove unwanted brain image 

information by using Histogram based skull stripping 

process is adopted to remove non-brain tissue in the axial 

view of MR images as shown in Fig 2. The enhanced images 

are subjected to RDLSE methods to segment the MS lesions. 

           

            (a)                            (b)                             (c)   

Fig.2 (a,b,c) T2 Weighted skull stripped and enhanced 

images 

       

  (a)      (b)           (c) 

Fig.3 Segmented MS lesions using RDLSE (a,b,c)T2 

Weighted Binary MR images. 

        

(a) (b)             (c) 

Fig.4 Segmented MS lesions using RDLSE (a,b,c) T2 

Weighted Gray scale MR images 

Figure 3 shows the segmentation of RDLSE method to 

T2W binary MR Images. This method used Zero level 

contour of the final LSF to detect the MS lesion curvature, 

which represents the boundaries of the WML of MRI 

sequences. The effect of the RDLSE method provides good 

performance on the boundary antileakage of MS lesions in 

MR images. For the quantitative assessment of the RDLSE 

method, ground truth can be considered as the reference to 

evaluate the segmentation results. The Dice Similarity (DS) 

values vary from 0.49 to 0.92 obtained for these 

segmentation methods. The RDLSE achieve very high DS 

values and indicates better similarity. This might be due to 

the edge function for contour evaluation on the image 

boundary. The values of performance measures are found to 

be high in RDLSE methods in the segmentation of MS 

lesion. This may due to the use of the reaction term in the 

diffusion equation to avoid boundary leakage problems. 

 The scattergram showing the variation of features 

are observed from segmented region of T2W MR brain 

images are shown in Figure 5. Area of Multiple sclerosis 

region using RDLSE method seems to better correlate with 

EDSS. The EDSS is a scale value used to quantify the 

disability in MS variation over time and indicates severity. 

The values of contrast derived from RDLSE method shown 

high correlation with EDSS. This could be used to 

characterize the MS disease progression of various 
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stages.

 

Fig.5 Variations of feature values with EDSS of White 

Matter Lesions of MR brain images 

E. Conclusion 

 In this work, we proposed Reaction-Diffusion Level 

Set Evolution based segmentation is employed to investigate 

the neurological disorder of MS diseases. RDLSE method 

used to detect the presence of White Matter Lesions in MR 

Brain images. Results have shown that the RDLSE method 

may be useful for the segmentation of MS lesions in T2W 

images features extracted from segmented region seems to 

better correlate with Extended Disability Status Scale and 

could be used to characterize the progression of various 

stages of MS diseases. 
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Abstract— Monitoring tissue composition could be  

persistent for many medical applications. Bioimpedance may be 

useful for monitoring several cardiovascular parameters such as 

cardiac output, stroke volume, blood pressure and heart rate. In 

addition, it could be useful for diagnosing the mitral 

insufficiency, stenosis, and other valvular heart diseases. The 

purpose of this study is to use the bioimpedance signal to 

determine the heart rate. This study involved 51 volunteers (28 

male, 23 female) ranging from 20 to76 years. A current of 1 mA 

at 30 kHz was injected through two outer electrodes placed on 

the subject’s left arm and then the impedance was collected 

using two inner electrodes placed between the former outer 

electrodes. The acquired bioimpedance signal was pre-

processed and used to identify the peaks and calculated the 

average interval. Thus, heart rates of each subject were 

calculated and then compared with actual measurement from 

FUZZY model MP3 digital blood pressure monitor. The results 

showed high correlation, 95.44 %, between the calculated heart 

rates and measurements. The various clinical applications of 

bioimpedance will help further promote the technique and 

several parameters can be determined using the electrical 

bioimpedance approach. 

Keywords—Bioimpedance, electrode, cardiovascular, heart 

rate 

I. INTRODUCTION 

The necessity of monitoring tissue composition could be  
persistent for many medical applications. The measurement of 
tissue’s ability to resist electrical current, provides a non-
invasive approach to monitor tissue properties and beyond 
diseases such as valvular diseases [1] and breast tumours [2]. 
This approach can be reached using the bioimpedance analysis 
by injecting a small amount of current on a specific region of 
human body. 

Bioimpedance may be useful for diagnosis and treatment 
in different clinical situations such as dyspnea [3], 
hypertension, mechanical ventilation and dialysis [4]. In 
addition, mmonitoring of hemodynamic parameters during 
surgical operations [5] and changes in the cardiovascular 
system in pregnant women [6]. Bioimpedance can be used for 
diagnosing some cardiovascular pathologies such as heart 
failure, myocardial infarction and ischemia [7]. The medical 
follow-up of pregnant women throughout the course of their 
pregnancy [8], and the study of various diseases of the 
autonomic nervous system such as Parkinson's disease [9] also 
can be monitored. 

In the case of cardiovascular applications, cardiac activity 
causes an increase in blood volume in the aorta and arteries 
during systole and a decrease in blood volume during diastole. 
The change in impedance is inversely proportional to the 
change in blood volume [10]. Due to Ohm's Law, when the 
current of constant intensity passes through the thorax, 
changes in voltage are directly proportional to changes in the 
impedance of the medium. The basic resistance, Z0, is the total 
resistance of the thorax at rest, and represents the sum of the 
resistance of each of the components of the thorax: adipose 
tissue, heart and skeletal muscles, lungs, vessels, bone and air. 
The voltage is collected using two electrodes placed between 
the injection electrodes [11]. 

Bioimpedance allows the monitoring, diagnosis and 
determination of several cardiovascular parameters, in a non-
invasive, inexpensive manner, requiring no specialized or 
highly qualified personnel. The wide clinical applications of 
bioimpedance will help further promote the technique. The 
precision and reproducibility of the measurements have been 
fully demonstrated. Several parameters can be determined by 
electrical bioimpedance. In this study, we mainly aim to use 
the bioimpedance signal to determine the heart rate. 

II. METHODS 

A. Study Protocol 

This study was approved by the Research Ethics 
Committee in Health and Science Disciplines of the Prince 
Sattam bin Abdulaziz University (REC HSD 013 2020). The 
study involved 51 volunteers (28 male, 23 female) and their 
age ranging from 20 to76 years (33 ± 17).  Data was read and 
processed using MATLAB (version R2020a, MathWorks 
Inc., United States). 

B. Instrumentation 

The device used in this experiment is a Siemens 
plethysmograph, ‘Direktrheagraph 933’. This device is 
equipped with an injection module formed by a square pulse 
generator of frequency 30 kHz at 1 mA. National Instrument 
data acquisition device (NI USB 6009) was integrated with 
LabView to collect the electrical bioimpedance output signal. 
The collected signal is amplitude modulated by the change in 
impedance of the explored zone. The device also indicates the 
basic resistance. In order to validate the calculated blood 
pressure from the aforementioned experiment, a FUZZY 
model MP3 digital blood pressure monitor was used to obtain 
the reference heart rate. 
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 Bioimpedance consists in exploring the thorax [12], case 
of the thoracic bioimpedance or impedance cardiography, or 
limbs [13] as a case of the peripheral bioimpedance. As shown 
in Figure 1, in the case of peripheral bioimpedance, a current 
of 1 mA at 30 kHz was injected through two outer electrodes 
placed on subject’s left arm (electrodes I1 and I2). 
Subsequently, two inner electrodes (electrodes S1 and S2) were 
used to measure the electrical voltage difference, ∆V. During 
the signal recording, the patient must lie supine, relaxed and 
in expiratory apnea for a period of 10 seconds. Figure 1 
presents the principle of this method. Peripheral bioimpedance 
exploits the relationship between the change in volume and 
the change in impedance to determine cardiovascular 
parameters. 

 

Fig 1. Electrode configuration. 

Heart rate (HR) refers to the number of beats per minute 
(bpm) and it’s can vary according to the physical needs of the 
body. Additionally, it is one of the best indicators of capability  
of the patient's cardiovascular activities. From the electrical 
impedance signal we can determine the time interval, T, by 
separating two consecutive complexes or peaks (see Figure 2). 
Thereafter, the HR can be calculated using the following 
expression: 

 

𝐻𝑅 = 60/𝑇 (1) 

 

 

Fig 2. Bioimpedance signal 

C. Signal Processing 

 The acquired bioimpedance signals require pre-processing 
in order to identify peaks and subsequently calculating HR 
based on the average interval, T, of each subject. The sampling 
frequency, fs, of this tested signal is 500 Hz. The processing 
workflow applied to the acquired bioimpedance signal is 
shown in Figure 3. Firstly, the bioimpedance signal is passed 

through high pass and low pass filters with a cut-off frequency 
of 0.05 Hz and 50 Hz, respectively. Subsequently, the signal 
was pre-processed by a digital 50 Hz notch filter. 
Additionally, a moving average filter was implemented in 
series with notch filter using a sliding window of length 60 ms 
(30 × 2 ms) along the bioimpedance signal. The former filter 
was applied in order to produce a smoothed output and then 
was used for thresholding and peaks detection. In order to 
detect the peaks of the bioimpedance action potential signal, a 
non-linear operation was applied (see equation (2)). 

 

𝑆𝑛 =  {
𝑆𝑚

2 𝑆𝑚 ≥ 0 
0 𝑆𝑚 < 0

 (2) 

 

𝑆𝑚 and 𝑆𝑛 represent the signal resulted from the non-linear 

operation and moving average filter, respectively. Following 

the above steps, we applied a thresholding on the resulted 

signal, 𝑆𝑛 , by taking the 40% and above maximum signal. 

Finally, a periodic loop was applied in order to identify the 

signal peaks of each period. 

 

Fig 3. Signal pre-processing and peaks detection workflow. 

 
The resulted outputs of each step at the signal pre-

processing workflow are shown in Figure 4 (a – g). Figure 4 
(a) shows the original bioimpedance signal before applying 
any filters. Figure 4 (b, c and d) show highly decrease of noise 
by applying high pass, low pass and notch filters, respectively. 
The moving average filter resulted in a smoothed signal and 
ready for thresholding and peaks detections (see Figure 4 (e)). 
Figure 4 (f) illustrated the non-linear and thresholding steps 
applied to the moving averaged signal. Finally, peaks of the 
signal are shown in the bottom plot of Figure 4. The final HR 
data from bioimpedance (calculated) and blood pressure 
monitor (measured) are presented in Table 1. 
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III. RESULTS AND DISCUSSION 

A. Processed Data 

 

Fig 4. The resulted signal pre-processing operations and final 

outputs with labelled peaks. 

 

B. Signal Interval and HR calculations 

As shown in Figure 5, peaks were detected for every 
subject, and then average interval was calculated. 
Consequently, HR was calculated using equation (1).   

 

Fig 5. Peaks and periodic interval. 

The measured HR using digital blood pressure can be 

used as reference to validate the calculated HR from the 

bioimpedance signal. The correlation between these two data 

was 95.44 %. The correlation coefficients are showing in the 

correlation matrix in Figure 6. 
 

 

TABLE 1. Calculated and measured HR from bioimpedance and blood 

pressure digital monitor. 

 HR  HR 

R
e
c
o
r
d

 

 

calculated 

 

measured 

R
e
c
o
r
d

 

 

calculated 

 

measured 

1 80 84 27 63 64 

2 70 69 28 62 60 

3 88 93 29 67 68 

4 100 100 30 62 60 

5 88 91 31 71 71 

6 84 84 32 70 70 

7 69 72 33 70 74 

8 88 88 34 70 68 

9 73 74 35 62 66 

10 109 108 36 73 72 

11 77 80 37 84 82 

12 68 72 38 91 90 

13 85 90 39 88 83 

14 112 109 40 58 58 

15 70 69 41 73 71 

16 67 66 42 88 86 

17 76 77 43 106 103 

18 89 88 44 54 57 

19 80 77 45 69 64 

20 70 73 46 81 86 

21 87 91 47 81 82 

22 85 86 48 70 67 

23 65 66 49 71 73 

24 78 73 50 79 75 

25 74 77 51 55 52 

26 82 81       

 

Different studies have been used electrical bioimpedance 
to monitor several physiological signals and treat some 
diseases. Li et al. designed a system in order to measure 
electrical bio-impedance changes for HR detection in 
motionless condition by using multichannel physiologic 
recorder MP150 [14]. In their study, four electrodes were 
placed on the radial artery of the arm near to the wrist. In 
addition, the same group applied an electrical impedance-
based method to analysis respiratory signal in order to identify 
the difference of the respiratory volume between different 
sleep posture [15]. 
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Fig 6. Correlation matrix. 

 
In this study, we calculated the HRs using electrical 

bioimpedance by placing four electrodes on the volunteer’s 
arm. After calculation and comparison, the results show high 
correlation between the calculated and measured HRs (> 
95%). This revealed that the bioimpedance technique can be 
accurately reflected the subjects HR. Additionally, 
bioimpedance can be very useful to monitor the several 
parameters of cardiovascular systems, such as blood pressure, 
and diagnose valvular heart diseases. Moreover, a larger 
number of subjects are needed in order to quantify and 
recommend the presented method. For future work, we may 
try to apply electrical bioimpedance approach on wearable 
device for rapid and real-time measurements. 

IV. CONCLUSION 

The prevailing burden of diseases requires non-invasive, 
inexpensive and accurate medical devices for monitoring and 
early diagnosis of diseases. Bioimpedance offers alternative 
and accessible approach, moreover, and the key for accurate 
implementation relies on the underlying electrical model of 
the human body. In this study we were able to determine the 
HR of 51 volunteers. Their HRs highly agreed with the 
measured HRs from the digital blood pressure device. Thus, 
different clinical applications of bioimpedance will help 
further promote the technique and several parameters can be 
determined using the electrical bioimpedance approach. 
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Abstract—Glaucoma is one of the leading causes of vision 

loss in the world.  Early diagnosis is essential to prevent 

irreversible vision loss.  Such early diagnosis requires the use 

of tests of visual function rather than tests of anatomical 

structure.  Existing tests of visual function can suffer from the 

use of bulky expensive equipment and poor subject 

performance. In this work we describe a novel analysis of the 

electroretinogram to extract features of complexity and detect 

glaucoma.  Cohorts of participants with and without glaucoma 

had electroretinogram (ERG) testing.  The stimulus used to 

evoke the signal was that used for the Photopic Negative 

Response (PhNR), a response known to be reduced in 

glaucoma.  There were 18 control and 21 glaucoma 

participants.  Significant differences were found in PhNR 

amplitude -5.5 mV vs -3.6mV (p<0.01), Shannon Entropy 2.99 

vs 2.80 (p<0.01) and Higuch Fractal Dimension 1.068 vs 1.082 

(p<0.02).  Differences in box count and Katz Fractal Dimension 

and Sample Entropy were not significant.  These complexity 

measures may have potential for machine learning classifiers 

for glaucoma.    

Keywords—glaucoma, entropy, fractal dimension, 

electroretinogram 

I. INTRODUCTION  

Glaucoma is a disease of the optic nerve of the eye – the 
structure that electrically connects the eye to the brain.  The 
nerve is comprised of the axons of the ganglion cells of the 
retina and in a healthy human eye number around one 
million.  Glaucoma is caused by elevated pressure within the 
eyeball which triggers a cascade of damage within the 
ganglion cells resulting in death by apoptosis of the ganglion 
cells [1]. The exact mechanism of the damage remains 
uncertain however the clinical pattern of evolving glaucoma 
in an eye is recognizable by a loss of peripheral visual field, 
stereotypical structural changes at the optic nerve head and 
changes in the thickness of the ganglion cell and nerve fiber 
layer on the optical coherence tomography scan.  The disease 
is the second most frequent cause of legal blindess 
registrations in industrialized countries and the number of 
people aged 30-80 in the world with glaucoma is estimated 
to be 64.3 million with 60% of those in Asia [2] Early 
diagnosis of glaucoma is essential because there are many 
treatments that reduce the intraocular pressure and 
consequently reduce the rate and risk of progression. 

The electroretinogram is an evoked potential from the 
eye, measured at the cornea relative to the retina.  It is 
evoked by a brief flash of light.  It has been shown [3] that a 
component of the response – the Photopic Negative 
Response (PhNR) is reduced by glaucoma, both in 
experimental monkey models of glaucoma and in human 
patients with the disease.  This response is of low amplitude 

and may be contaminated by blink artefact.  Despite the 
publication of a standard [4] the test-retest reliability of the 
response remains low [5] 

The PhNR arises from the spiking potentials of ganglion 
cells.  As the disease progresses, the number of ganglion 
cells generating the response is reduced.  Each ganglion cell 
produces a stochastic spike train where the spike rate follows 
a Poisson distribution the parameter influenced by the 
stimulating light level within that cell’s receptive field.  A 
reduction in the number of ganglion cells should be 
manifested by a reduction in the complexity of the part of the 
ERG generated by the ganglion cells 

Various measures have been described to measure the 
complexity of signals.  Shannon entropy [6] is one measure 
of complexity that can be applied to a time series.  It is a 
function of the probabilities of the levels within the set of 
measures – that is a function of the probability density 
function of the amplitude measures.  Sample entropy 
(SampEn) [7] is another measure which relates to the 
similarity of sequences of different lengths within the signal. 

 

Fractal dimension is a different method that can be used 
to measure the complexity of a time series [8].  It describes 
the rate of change of length as scale increases when plotted 
on a log-log scale.  If an object exhibits fractal properties, it 
will show a linear relationship on this plot.  The measure has 
found utility in analysis of retinal vasculature.[9] 

II. METHODOLOGY 

A. Participants 

This research followed the tenets of the Declaration of 
Helsinki and was approved by the Human Research Ethics 
Committee of the Royal Victorian Eye and Ear Hospital. 2 
groups of participants were recruited: Glaucoma and non 
glaucoma controls. Inclusion criterion for the glaucoma 
cohort was a known diagnosis of glaucoma and a mean 
deviation on the visual field test of at least -3dB.  

 

Figure 1 Sample ERG trace 

Marc Sarossy is a recipient of the Hugh Noel 

Puckle Scholarship 
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TABLE I.  ERG RESULTS 

Result 
 

Controls Glaucoma p 

Test subjects 18 21 - 

b amplitude (mv) 31.1 30.7 0.66 

b latency (ms) 19.3 17.1 0.17 

PhNR (mv) -5.50 (1.95) -3.60 (2.53) 0.01 

 

TABLE II.  COMPLEXITY MEASURES 

Result 
 

Controls Glaucoma p 

Test subjects 18 21 - 

Box count FD 1.148 1.157 0.57 

Higuchi FD 1.068 1.082 0.02 

Katz FD 1.005 1.007 0.08 

SampEn 0.077 0.072 0.07 

Shannon entropy 2.99 2.80 0.01 

 

Normal controls were recruited from family and friends 
of the glaucoma cohort with no reported history of eye 
disease.  Informed consent was obtained for all participants... 

B. ERG Recordings 

In this study, only left eyes were considered.  ERG 
responses were recorded  from eyes without pupil dilation.  
ERG signals were recorded with the RETeval™ hand held 
device (LKC Technologies, Gaithersburg, MD). A red flash 
of 4ms duration was used as the stimulus on a 10cd/m2 blue 
background. Flash energy was set to 1.5cd.s/m2.  The sample 
rate of the device was set to 1.9 K Samples per second at 24 
bits resolution, an epoch of 220ms and pre-stimulus 
acquisition starting at 100ms. 200 sweeps were performed 
for each session. Proprietary 3 pole skin electrodes were used 
which incorporated active, indifferent and earth electrodes. 
B-wave amplitude (the first positive going wave measured 
relative to the a-wave) and implicit time were measured with 
the provided device software. 

 

Figure 3 Box Counting Fractal Dimension Example 

  

 

Raw data were exported from the device at the 
conclusion of each testing session and analysed with R. The 
a wave, b wave and PhNR amplitude and implicit times were 
calculated from the processed waveform produced by the 
device and corresponded to the first negative going wave and  
the first positively going wave after the stimulus for the a an 
b wave respectively.  The a wave amplitude was measured 
relative to the detrended baseline and the b wave was 
measured relative to the a wave.  The PhNR was defined as 
the first negative going wave after the b wave and was 
referenced to the prestimulus baseline. 

C. Mathematical Analysis 

All calculations were performed in R. Shannon Entropy 
was estimated using the Entropy package.  Data was 
discretized into 30 bins for the calculation.  Sample entropy 
was estimated using a custom script in R with a radius of 0.2 
times the standard deviation of the signal.  Fractal 
dimensions were estimated using the FractalDim package 
[10]. Boxcount, Higuchi[11] and Katz [12] entropies were 
calculated. 

 

Figure 4 Pairs plot of complexity measures 

Figure 2 Effect of radius on Sample Entropy 
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III. RESULTS 

A. Electroretinogram Waves 

Fig 1 shows a typical ERG trace consisting of the average 
of the 200 sweeps.  Markers have been placed on the a and b 
waves and the PhNR. 

Table I shows the results from the glaucoma and control 
cohort.  There were no significant differences in  b wave 
amplitude or latency between the glaucoma and control 
groups.  Glaucoma is known not to affect this wave.  There 
was a significant difference in the PhNR ampltitudes 
between control and glaucoma cohorts. 

B. Fractal Properties of the Electroretinogram 

Fig 2 shows a box count FD calculation for the waveform 
shown in Fig 1.  Good fit was obtained in all signals for the 
box count log log plot with R2 measures above 0.95 for all of 
the ensemble averages 

C. Complexity Measures and Glaucoma 

Table II shows the performance of the various 
complexity measures in classifying glaucoma and non 
glaucoma subjects.  Box count FD was far from significance 
whereas Higuchi FD and Shannon entropy had highly 
significant differences between the cohorts.  Katz entropy 
and sample entropy approached but did not reach 
significance 

Fig 3 shows how the radius affects the performance of 
SapmEn in being able to separate glaucoma from non 
glaucoma subjects.  The radius for SampEn is the tolerance 
within which subsequences are considered to be the same.  
Fig 2 shows that for this data set, the optimum radius to 
discriminate between glaucoma and non glaucoma 
individuals is 0.7 times the standard deviation 

D. Relationship between Complexity Measures 

Fig 4 shows the relationship between all the various 
complexity measures and the PhNR for all test subjects 
(glaucoma and control).  There were weak to moderate 
correlations between the measures.  Moderate correlations 
were found between the PhNR and both Shannon entropy 
and Higuchi FD – both of which had good classification 
value when separating glaucoma and non glaucoma.  Box 
count FD was very poorly correlated with PhNR mirroring 
its inability to differentiate between the cohorts. 

IV. DISCUSSION 

Making an early diagnosis of glaucoma is critical to the 
final outcome in the management of the disease.  Early 
disease is often asymptomatic and significant loss of visual 
function can occur before diagnosis.  Screening of at-risk 
individuals can help: targeting people with a family history 
of glaucoma or older people with other risk factors. [13] 

Current diagnosis relies upon a mixture of objective and 
subjective measures.  The most important subjective measure 
is the determination of the visual field.  This is a quantitative 
measurement of the brightness of light required to be 
detected as a function of spatial location within the visual 
space 

Patients do find the performance of the visual field test 
(VFT) to be stressful [14].  The test can also suffer from 
unreliability as it does require patient attention and 
cooperation over a prolonged period.  Tests such as optical 
coherence tomography (OCT) of the optic nerve or analysis 
of disc appearance via ophthalmolscopy or photographic 
imaging of the disc are tests of structure rather than function 
and as such will not be able to detect the presence of sick 
nerve fibres within the optic nerve. 

The RetEVAL is marketed as a low-cost device suitable 
for screening glaucoma.  The device is hand held, and is used 
with skin electrodes – compared with other ERG devices 
which are expensive and require the placement of more 
invasive contact lens or fiber electrodes.  The ERG, like the 
VFT is a test of function and should be sensitive to changes 
in function in the ganglion cells and their axons, even if the 
cells have not yet undergone apoptosis [15] 

 

Figure 5 Simulated Electroretinogram signals 

Figure 6 Shannon entropy from simulated electroretinogram 

signals 
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The PhNR has been shown to be affected by glaucoma 
but as yet lacks the reliability to form part of the diagnostic 
arsenal for the glaucoma specialist and has not been shown 
to be of value in glaucoma screening. 

In this paper, we have shown that the ERG is affected in 
ways beyond the simple PhNR in glaucoma and it is possible 
that these measures of complexity either on their own or 
combined with the PhNR will aid in either the diagnosis or 
the management of glaucoma 

The response is known to be generated by the summing 
of action potentials from the ganglion cells.  Each of those 
spiketrains is a Poisson process. 

Fig 5 shows a simulated analog signal – formed from the 
sum of 50 independently discharging Poisson generators in 
the top panel and 100 in the lower panel.  The signals do not 
show any obvious difference in the time domain 

Fig 6 shows boxplots of Shannon Entropies of similar 
signals for 1000 such simulations.  The graph shows very 
different entropy levels with the signals that are generated 
with more independent spking generators having the higher 
entropy and therefore complexity.  This is a plausible 
explanation for the differences seen between the glaucoma 
and non glaucoma cohort. 

This study was limited by the small sample size and did 
not take into account the severity of glaucoma beyond a 
threshold level.  Even given the limitations, we have shown 
an interesting and plausible fingerprint of glaucoma within 
the ERG signal that could suggest a feature to consider for 
future automated diagnosis statistical model. 
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   Abstract— Schizophrenia is a severe psychiatric illness 

that greatly affects the quality of life. Early discovery of 

psychiatric onset and progression are of great 

significance for bestowing effective treatment to prevent 

or mitigate further degeneration in the disease. 

Functional MRI possesses large number of subtle 

information which helps in early identification of 

disease. Current fMRI analysis focuses on spatial maps 

and connectivity patterns rather than temporal 

information. In this work an attempt has been made to 

identify schizophrenia with the use of LSTM deep 

learning model using ROI based time series extracted 

from fMRI. The classifier accuracy of 81.3% 

demonstrates that, use of ROI time series can aid as 

better diagnostic measure in nearby future.  
 

Keywords—Schizophrenia, RNN, LSTM, Seed Time Series, 

fMRI 

I. INTRODUCTION 

     Schizophrenia is one among the most common 

neurodegenerative disorder which leads to notable 

difficulties in everyday functioning and social relations with 

symptoms like hallucinations, delusion and social 

withdrawal [1]. World Health Organisation estimates the 

prevalence of disease about 1% of the population worldwide 

which is approximately 21 Million and the second common 

psychiatric disease in India with 8.2 Million schizophrenics.  

     Schizophrenics often lack consciousness that their 

difficulties stem from a mental ailment [2], and 

identification of disease in advanced stages requires lifelong 

medication compliance. Etiology of Schizophrenia remains 

unclear and earlier diagnosis is highly essential for starting 

pharmaceutical treatment to palliate the symptoms [3].  

    Present non-invasive diagnosis of schizophrenia relies on 

the qualitative assessment of obvious mental symptoms and 

patients’ self- perceived experience such as Positive and 

Negative Syndrome Scale, Clinical Assessment Interview 

for Negative Symptoms, Brief Negative Symptom Scale, 

Scale for the Assessment of Positive Symptoms, Scale for 

the Assessment of Negative Symptoms etc. [4]. Behavioural 

and functionality changes of patients are inferred from these 

trials and assessments are usually influenced by the 

subject’s educational background and intelligence. However 

these diagnosis methods help at the latter stage of disease 

and are not feasible for earlier identification of disease. 

Additional diagnosis methods such as neuroimaging and 

brain signal analysis requires highly experienced 

professionals to interpret the severity.  

     Functional Magnetic Resonance Imaging (fMRI) is a 

non-invasive imaging technique that could capture the brain 

functions in an effective way with Blood Oxygen Level 

Dependent (BOLD) signals. It also provides other 

advantages like higher spatial resolution, lack of ionizing 

radiation, feasibility, and direct correlation with structural 

image as well as greater repeatability [5]. Diagnosis with 

neuro-functional images could be able to detect subtle 

abnormality at the early stage of schizophrenia [6] while 

structural images can help merely in progressed phase.   

    According to the findings of various schizophrenia 

researches, disrupted functional connectivity among 

disparate brain regions has been repetitively noticed [7] [8]. 

Another notable aspect from fMRI data is that the BOLD 

time courses of independent components with significant 

temporal information remains unnoticed in functional 

connectivity. Recurrent Neural Networks (RNN) with 

feedback connections employs sequential information of 

each voxel to discriminate schizophrenics and healthy 

subjects [9]. RNN models such as Gated Recurrent Unit 

(GRU) [10] and Long Short-Term Memory (LSTM) [11] 

have been firmly established as state-of-the-art 

methodologies in sequence investigation. Weizheng Yan, et 

al. [12] have investigated RNN-GRU’s using ROI time 

courses for schizophrenic discrimination with 80.1% of 

accuracy for leave one site transfer classification. However 

analysis of ROI time courses or seed time courses with 

RNN-LSTM remains unexplored. 

    RNN inputs are dependent on each other and suffers 

vanishing gradient problem in long sequence data. The 

LSTM networks are modified RNN networks exclusively 

designed to abstract patterns in time series to create 

improved performance. The fact of having long-term and 

short-term memory cells, LSTM eliminates the vanishing 

gradient issue in RNN. Thus LSTM is able to memorize 

characteristic fragments of sequential data in a crucial 

manner during the learning process [13]. GRU’s are similar 

to LSTM without hidden state and has lesser parameters 

which make them simple in structure, but it may cost 

reduced expressibility and accuracy for larger data. GRU’s 

are highly suitable for smaller data [14]. 
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     In this work, the ROI time series obtained with resting 

state fMRI images are utilized for classification module. 

The ROI time courses obtained from fMRI are of larger size 

and LSTM is more suitable to achieve higher accuracy. 

Bidirectional LSTM employed in the network, runs the 

input in two ways so that the network will have information 

from past and future, thereby generate better performance.  

   

II. MATERIALS AND METHODS 

A. Subjects 

      A set of 20 resting state functional MR images each of 

Normal(CN) and Schizophrenia(SZ) subjects from open 

access COBRE (The Center for Biomedical Research 

Excellence)  SZ dataset has been utilized for this work. 

     Structural MRI of multi-echo MPRAGE sequence with 

matrix size of 256x256x190, TR=2530ms, TE=29ms, Slice 

thickness=1mm, were obtained with SIEMENS 

MAGNETOM TrioTim syngo MR B17. 

     Resting state BOLD images of the whole brain using an 

Echo Planar Imaging (EPI) sequence with  matrix size of 

64x64x33x150 (TR = 2000ms, TE = 29ms, 3.5mm 

thickness, voxel size(3.8×3.8×3.5mm) with the same 

machine. 

    

B. Method 

    The methodology followed in this work is shown in Fig.1. 

 

a. fMRI preprocessing 

      Pre-processing of resting state fMRI data has been 

carried out using SPM8[15] and CONN toolbox[16], 

developed by the Welcome Department of Cognitive 

Neurology, London, UK. Functional realignment, 

unwarping, slice timing, head motion correction, outlier 

detection, direct functional normalization with MNI 

coordinates, and functional smoothing (8mm full-width at 

half-maximum Gaussian kernel) were the steps included. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

b. Time Course Extraction 

      The smoothened unwarped images obtained from 

preprocessing step have been utilized to obtain the ROI time 

course. fMRI act as a function of time, meaning each time 

point in the sequence refers one scan. The Parcellation of 

the volumes with 3mm AAL atlas into 116 regions has been 

performed and their corresponding ROI based time series 

were obtained with SPM based GRETNA [17] toolbox. The 

time courses of each region depict the mean BOLD response 

of the voxels in the region for each scan.  

 

c. Feature Extraction 

     Feature extraction involves in conversion of  the 

sequential inputs to spectrograms (i.e. 2D images) and the 

1D features extracted from these spectrograms has been 

adopted in training the network. 

    Short Time Fourier Transform (STFT) is employed to 

map the signal to a 2-dimensional function of time and 

frequency. STFT is computed by partitioning of signals to 

short segments and shifting the time window with overlap 

so that local frequency spectrum for each segment is 

obtained [18]. Hamming window is utilized to ensure the 

continuity between the points so that leakage effect in 

spectrum can be prevented. The general equation for 

spectrogram computation is given as  

       ∑  
 - 

   (     ) ( ) -                                          (1) 

  where k=0,1,…,N−1, S(a,k) is the m-index time-frequency 

spectrogram. N is the window segment length and N′ is the 

shifting step of the time window and w(n) is the window 

method of N-point sequence. N′ should be lesser than N so 

as to build overlap in between time windows. It can be 

carried out in order to comprehensively capture the temporal 

changes and features of signal [19]. 

     Spectrogram is defined as the magnitude of S(a,k), can 

be  represented as A(a,k) 
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     Two time moment features were extracted from these 

spectrograms namely spectral entropy and instantaneous 

frequency.  

    Instantaneous frequency fins [20] calculates the 

spectrogram power spectrum P(t, f) of the data and is given 

as  
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where t is  sample time and f is the frequency of spectrum.   

      Spectral entropy measures the spectral power 

distribution of the signal based on Shannon entropy [21] and 

given as  

 ( ) -∑  (   )   
 
        

 - 
                                            (4) 

where, H(t) is the  Spectral entropy, P(t,m) is the probability 

distribution at t and it is given as 

       
      

∑        
                                                                      (5) 

S(t,m)is the power spectrum at  t, S(t,f) is the time-frequency 

power spectrogram 

 

d.RNN-LSTM 

     Long Short term memory is one of the deep learning 

networks used to analyze time-series as an improvement to 

classical RNN. Traditional RNN suffers from vanishing 

gradient and exploding gradient in long sequence due to the 

loss of information carried by gradient and result in no real 

learning. This drawback can be solved by introducing 

memory cells in LSTM network. LSTM cells (Fig.2) 

memorizes the previous information. The network takes 

three inputs. Xt is the input of the current time step. Ht-1 is the 

output of the previous LSTM block and Ct-1 is the previous 

Fig.1 Proposed Method 

fMRI Pre-processing 

ROI based Time Series 

LSTM Based RNN network 

Classification 

Spectral Feature extraction 



unit memory. As for outputs, Ht is the output of the current 

network. Ct is the memory of the current unit. The output of 

single unit is generated by considering previous output, 

current input and previous memory. 

 

 
   

 

 

 

    Bidirectional LSTM [23] has the forward and backward 

hidden layers combined for accessing both the preceding 

and succeeding data. Bidirectional LSTM can handle the 

sequential modeling challenge better than conventional 

LSTM.  

    The steps involved include identification of the data 

which is to be removed from the cell state decided by 

sigmoid activation function between the values of 0 and 1. 

LSTM has three gates namely Input gate (It), Forget gate(Ft) 

and Output gate(Ot) and the corresponding output are given 

below  

It   σ  i[Ht-1,xt] + bi)                                                         (6)  

Ft   σ  f[Ht-1,xt]+ bf )                                                        (7)  

Ot   σ  o[Ht-1,xt] + bo)                                                       (8) 

 where σ is  the sigmoid activation function, b is biases for 

respective gates, w is the weights for respective gate neurons 

and  Ht-1 is the output of previous LSTM. 

Ct = tanh(wc[Ht-1,xt] +bc)                                                  (9) 

ct   =Ft *ct-1+It *Ct                                                                                              (10) 

Ht=Ot*tanh(ct)                                                                 (11) 

where ct is cell state and Ct is the candidate for cell state 

The output of LSTM is applied to the classifier to perform 

the final classification task.  

 

e. Classification 

      The classification module has a sequential input layer 

where the sequential data or feature sequence to be fed. The 

inputs from the input layer are pipelined to the bidirectional 

LSTM layer which learns the long term relationship with the 

sequential data or time steps in both forward and backward 

direction. The output of the LSTM layers are decided by the 

input, hidden and output gate and cell state holds the learned 

information from previous time steps.  

      In most of the deep networks, fully connected layers 

(FC) are introduced next to convolution and down sampling 

layers. The fully connected layer works individually at each 

stage for sequential input in LSTM. In case the output of the 

layer placed prior to the FC layer is an array A1 of the size 

XxYxZ, then the FC output is an array A2 of the size X’xYxZ.  

At time t, the input of A2 is WAt+ b, where At-time step t of 

A. In these studies, Glorot initializer was the initiating 

algorithm for the weights of this layer [24].   Drop out layers 

are added next to FC, with the intention of reducing over 

fitting of network with dropout probability of 0.5. 

   The penultimate layer is the softmax which is always 

preceded by a fully connected layer. It uses the softmax 

activation function as  
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where 0 ≤ yr ≤ 1 and ∑     
 
    

   The final layer computes the cross entropy loss for 

classification of different classes. The adaptive moment 

estimation (adam) algorithm [25] has been utilized to train 

the LSTM network.  

 

III.  EXPERIMENTAL RESULTS 

     The preprocessed functional MR images are utilized to 

obtain ROI mean time series for 116 AAL atlas regions.   

The preprocessing results of sMRI and fMRI were shown in 

Fig. 3. 

     These processed fMRI has been co-registered with the 

sMRI of the same subject and then spatially normalized. 

Smoothening of data with gaussian kernel of 8mm FWHM 

has been performed.  

    The resulting images were used in GRETNA toolbox to 

perform parcellation and time course extraction as shown in 

Fig.4. 

 

 
      

          (a)                    (b)                    (c)                    (d) 

  

 

   

Fig.2 Architecture of LSTM Block[22] 

Fig.3 Representative of Preprocessed MR images  

(a) Original sMRI, (b) Realigned, unwarped, motion 

corrected, smoothened sMRI, (c) Original fMRI,   

(d) Realigned, unwarped, motion corrected fMRI 
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     These ROI time courses are augmented by duplicating 

the input and are given to the sequential input layer in the 

network. The various layers and their activations are given 

in Table I. The architecture of the network is shown in 

Fig.5. 

 

TABLE I. Layers of the network 

 

 

     The BiLSTM layer has the following parameters: gate 

activation function- sigmoid, state activation function-tanh, 

mini batch size = 250, initial learning rate = 0.0001, 

sequence length = 1000, gradient threshold = 1. 

The total number of training data includes 120 samples and 

16 samples were used for testing. The training parameters 

comprises minimum batch size of 50, 1000 hidden units 

with 200 iterations.  The size of training sequence is  

1x17400. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

      In this model the sequence from the input layer is fed to 

the LSTM blocks which generate output with consideration 

to previous memory. Due to the small number of training 

samples, a separate test set is used for validation. The 

network is trained for 100 epochs where in each epoch the 

entire dataset is gone through and tested with a validation 

data for every thirty iterations in order to reduce the 

computation load on the network and decrease the time 

taken for the learning process. The accuracy and loss 

incurred during the training and the test phase are monitored 

to estimate the effectiveness of the network for 

classification. This model is able to classify schizophrenics 

from normal with the accuracy of 77.8%.  

    

Layer Name Activations Learnable 

Sequence Input 2 - 

BiLSTM 2000 Input Weight- 8000*2 

RecurrentWeight- 

8000*1000 

Bias- 8000*1 

Fully Connected 50 Weights 50*2000 

Bias 50*1 

Dropout 50 - 

Fully Connected 2 Weights 2*50 

Bias 2*1 

Softmax 2 - 

Class Output   

Fig.5 Architecture of Network 
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      In order to enhance the performance of classifier, the 

input sequence has been transformed to feature sequence. 

     The ROI time series has been transformed to 

spectrogram by applying STFT and two time moment 

features were obtained from these spectrograms. 

Representative of spectrogram is shown in Fig.6.  

 

 

 
 

  

  

     These time moment features are concatenated and given 

as a sequential input to the network. Representative images 

of the time moment features are shown in Fig.7 and Fig.8.   

    The obtained accuracy of the model is 81.3% whereas 

sensitivity and specificity are 60% and  90.9 % respectively. 

The training and testing accuracy of the model is shown in 

Fig.9. whereas the loss incurred during the training and the 

testing cycle is shown in Fig.10. 
 

 
 

 

 

 
 

 

 

 
 

Fig.10 Training and Testing Loss 

 

     Table II depicts the comparison of SZ analysis  with 

various classification methods. In the existing literature, 

schizophrenia discrimination using fMRI ROI time courses 

has been attempted with RNN-GRU, which yields accuracy 

Fig.6 Representative of Spectrogram 

Fig.8 Representative of Spectral frequency 

Fig.9 Training and Testing Accuracy of the model 

Fig.7 Representative of Instantaneous frequency 



of 80.1% [12]. Analysis of ROI time courses with RNN-

LSTM for schizophrenia classification has been addressed 

in the proposed work with accuracy of 81.3%. Although 

LSTM utilizes larger memory and more parameters, it 

performs efficiently with higher accuracy for larger 

sequences and it can further be improved with inclusion of 

larger training samples. 

 

TABLE II. Comparison with existing methods 

 

Method Accuracy(%) 

fMRI voxelwise signal classification 

with RNN[26] 

64.9 

fMRI voxelwise signal classification 

with LSTM[26] 

66.4 

fMRI ROI time series classification 

with RNN-GRU[12] 

80.3 

fMRI ROI time series classification 

with RNN-LSTM (proposed method) 

81.3 

 

IV. CONCLUSION 

      In this work an attempt has been made to analyze ROI 

time series of fMRI using RNN-LSTM network and to 

discriminate schizophrenics and Normal subjects. fMRI of 

20 subjects each from CN and SZ were utilized. The 

bidirectional LSTM network with direct time sequence input 

performs with an accuracy of 77.8% whereas the time 

moment feature input yield 81.3% accuracy.  The usage of 

spectral features also results in feature reduction which 

enhances the learning rate. Results demonstrate that, LSTM 

based RNN network using ROI time series is able to 

characterize fragments of sequential data than GRU and can 

be a promising aspect in identification of schizophrenia. 

   In this work a small number of samples are used for 

training the model. The performance of the model can 

further be improved by training with more number of 

samples.  
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Abstract— Today, the lifestyle of people has paved the way 

for rise in spinal cord disorders. Severe cases have been 

reported which could be treated if diagnosed early. Scoliosis 

is a deformity to spine and ribs which is the primary cause 

of spinal curvature. The major challenge of scoliosis disease 

is the unnoticeable change in the orientation of spinal 

column at its early stage. Moreover, it is visually detectable 

only in the prodromal stage. The early diagnosis could help 

cure the disease through exercises and minor surgeries. 

Depending on manual diagnosis techniques is a tiring task 

as it can deliver inaccurate results. An automatic 

segmentation method which helps in the early diagnosis is 

proposed in this paper. Initially, CT image which is the 

input is fed into the system. CT images have high contrast 

between bone and adjacent tissues. Sagittal view datasets 

have been chosen in order to calculate the cob angle for the 

measurement of scoliosis intensity.  Further, distortions are 

removed from the image and pre processing is performed 

followed by K-means clustering which detects the spinal 

canal. In order to segment the required features, the output 

of clustering is loaded to Active Contour Model. Finally, 

segmentation of spinal canal is completed. Experimental 

results prove the accuracy of 95%,86.86%,92.22% for 

Lumbar Vertebrae    CT , Lumbar spine CT, Lumbar spine 

CT  with multiple compression fractures respectively for the 

proposed system which is greater than traditional diagnosis 

methods. Subsequently, this would be a revolutionary study 

which assists the doctors for the early diagnosis of the 

disease. 
 

Keywords— Scoliosis, sagittal view, K- means clustering, 

Active Contour Model, spinal curvature. 

I. INTRODUCTION  

The progress in technology has altered the lifestyle of 

people which resulted in spinal disorders. People hardly 

identify the disease at its early stage. Subsequently, the 

disease becomes the part of their life as it cannot be cured as 

whole. Early diagnosis could save the patient affected with 

the disorders and give a complete cure. The major challenge 

in disease detection is the unnoticeable change in early 

stages. Today, various techniques are available for the early 

diagnosis. Relying on manual detection techniques could 

provide inaccurate results. Spinal curvature defects refer to 

the deformity in the column. The vertebrae in human body 

constitute thoracic, cervical, lumbar and sacro coccygeal 

vertebrae. The deformities in these vertebrae results in 

spinal disorders which further affects the posture and body 

movement. The paper mainly focuses on the patients 

affected by scoliosis disease. The experiment is conducted 

based on the various stages of scoliosis disease. Scoliosis is 

a disease affecting spine which cannot be cured if not 

diagnosed early. It is commonly observed in thoracolumbar 

region.  

Automatic segmentation is necessary for the early diagnosis 

as various studies validate this. Specific diagnostic features 

are hard to identify through manual techniques or planar 

imaging techniques. For easy identification of these small 

diagnostic factors which help in effective treatment, 

computer aided or automated techniques can be adopted.  In 

Computer-aided diagnosis, the accuracy is high and has less 

computational time. The paper aims at implementing an 

automatic segmentation method for the early diagnosis of 

spinal disorders. The paper is parted as follows; 

Section II deals with the discussion of various studies 

performed by researchers. The section II demonstrates the 

proposed system and the theories regarding the proposed 

system. The experimental analysis and results have been 

discussed in section IV followed by a conclusion in section 

V. 

II. LITERATURE REVIEW 

 
Various studies have been performed in the field of 

segmentation of spinal canal for the diagnosis of spinal 
disorders. [1] Proposed a repetitive segmentation which 
utilizes the whole convolution neural network segment. It 
analyzes images with the help of data from both image as 
well as memory in order to identify the adjacent vertebrae. 
Dice score of vertebrae segmentation was 94.9±2.1%. The 
paper [2] discusses about the automated global level set 
approach used for the image segmentation of lumbar 
vertebrae. In this method, hybrid morphological filter and 
Gaussian mixture model is used for the generation of smooth 
contour. Quantitative comparisons were performed for 
validating the proposed result. A level set method based on 
active contours is illustrated in paper [3]. The method uses 
minimization of energy functional whose energy parameters 
are weighted based on the relevance in detecting boundaries. 
The paper [4] elucidates the various properties within noise 
and edge points. In order to distinguish noise and edge 
points, local regional properties were used. In accordance 
with the local regional properties, a variable regional 
coefficient and an enhanced ESF is implemented[5]. 
Computerized Tomography images are analyzed for the 
detection of spinal disorders and the techniques in [8, 16] 
discusses about iterative topology refinement and knowledge 
based automatic segmentation. [7] discusses about a learning 
based edge detection approach for identifying defects in 
thoracic vertebrae providing an accurate spinal segmentation. 
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Numerous segmentation approaches using MRI images are 
briefed in papers [10-15].Different approaches are studied 
regarding the detection of spinal disorders and some are 
categorized under efficient and robust techniques. Relying on 
such effective techniques would contribute to the effective 
early diagnosis of the spinal disorders. 

 

III. PROPOSED SYSTEM 

The study on the early diagnosis of spinal disorders mainly 

focused on the methods which are reliable, easy to operate 

and would provide accurate results. It led to the 

development of an automatic segmentation method. The 

schematic diagram of the proposed method is shown in Fig 

1.  In this approach, CT images of the spinal canal are 

obtained which fed into the system as the input. In 

computerized tomography, a narrow beam of X-rays are 

targeted at a patient and is rotated around the body which 

provide signals processed by computer to deliver cross 

sectional images of the body. CT images are preferred due 

to its high contrast within bone and adjacent tissues. 

Moreover, spine segmentation can be easily performed. 

Further, preprocessing is done for the removal of distortions 

in image. Preprocessing is an important step to be performed 

as it involves the sorting of required data set from larger 

database available and also to enhance the dataset. Sagittal 

view datasets have been chosen in order to calculate the cob 

angle for the measurement of scoliosis intensity. K- means 

clustering is performed for the identification of unknown 

clusters in the data set which helps in the detection of spinal 

canal. K-means algorithm determines the k number of 

clusters and each cluster belongs to the cluster with adjacent 

mean. In order to segment the required features, the output 

of clustering is loaded to Active Contour Model. Finally, 

segmentation of canal is implemented which identifies each 

area of the spine individually.  

 
 

Fig 1: Schematic diagram of proposed system 

 

 

 

A. Scoliosis 

      Scoliosis is a deformity to spine and ribs which is the 

primary cause of spinal curvature. Fig. 2 shows the 

difference between a normal and scoliosis affected spine. It 

is mainly seen in the thoracolumbar area. Scoliosis is a 

three-dimensional deformity, which can be a single C-

shaped or S-shaped curve. The major challenge in scoliosis 

affected patients is the unnoticeable changes at its early 

stages. Therefore, a patient hardly gets cured completely. 

The early diagnosis of scoliosis can cure the disease with 

some exercises and minor surgeries. The proposed system 

aims at the early diagnosis of spinal disorders and is tested 

in scoliosis affected patients.  

 

Fig. 2.Difference between a normal and types of scoliosis affected spine 

[17] 

B. CT Image 

Computerized Tomography is a prevailing imaging 

modality which combines two dimensional x-ray images 

taken from various angles around the body and creates three 

dimensional cross sectional images with the help of 

computer processing. It possesses least computational time 

and is less expensive. In the proposed system, CT images are 

preferred over MRI due to its high contrast within bone and 

adjacent tissues. Moreover, CT is a conventional method; it 

is widely used for spine related issues. Therefore, our study 

will be also based on CT images. The data sets can be of 

axial and sagittal. In the proposed system, sagittal view is 

adopted. In the sagittal view, the Cobb angle is calculated, it 

is the standard angle used to measure the intensity of 

scoliosis. At first, a parallel line is drawn to the greater 

vertebral end plate from the most tilted vertebra at the upper 

part of the curvature of the spine. Then a second parallel line 

is drawn to inferior vertebral endplate from the most slanting 

vertebra at bottom of the curvature of the spine. The angle 

formed by the perpendiculars drawn from the parallel line is 

called the Cobb angle as shown in Fig. 3. Larger the angle 

larger will be the intensity of the disease. 
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Fig. 3.Sagittal view of the scoliosis affected spinal canal and   Cobb 

angle  

C. Preprocessing 

Preprocessing is an important method which should not 
be neglected. Required dataset is sorted out from the larger 
database and distortions are removed from the image. In the 
proposed system, Gaussian filter is adopted for the removal 
of distortions.  Gaussian filter is a linear filter which blurs the 
image or reduces the distortion as per the requirement. 

D. K- means Clustering 

K-means clustering [6] is performed for the identification 
of K clusters in the data set. It segments input image into 
relevant feature sets called k clusters required for the 
investigation. The process of K- means Clustering is as 
follows: 

Step 1: Random selection of K-clusters. 

Step 2: Calculation of Euclidean distance (d) from cluster 
centre to each pixel of the input image. The equation for 
Euclidean distance is; 

  d = ||P(x, y) - Ck ||  (1) 

Where  is the new cluster centre; P (x, y) is the pixel value 

of the cluster in x and y coordinates. 

Step 3: Based on the Euclidean distance, each pixel is 
allocated to a cluster with adjacent center, 

Step 4: Recalculation of position of centre using the 
equation; 

 (2) 

Step 5: The process is continued until it converges. 

Step 6: The cluster pixels are further joined to an image. 

E. Active Contour Model 

Active contour model divides the required feature from 

a distorted input image [9]. It involves curve of energies. 

The curve can be moulded to any shape to extract the 

required image from the input image. There are many 

methods to achieve the outline of the required area of the 

input image. Initially, the model needs an initial user 

approximation of the outline of the required object. Later the 

curve is deformed to get the object outline as shown in 

Figs.4  

To get the object outline the weight of the energies is 

varied and the actual value which gives the required image 

is found. These weights control the rate of contour 

minimization to get the object outline. This method is called 

the final approximation of the contour. Here, the energy 

value is changed by varying stimulated forces. When these 

forces reach equilibrium the minimal state is obtained which 

gives the object outline and finally the segmented spinal 

canal image is obtained for early diagnosis of spinal defects. 

 

Fig. 4.Active Contour detection result the required area is obtained by 
removing the noise is represented inner side of the green circle 

 

IV. EXPERIMENTAL RESULTS 

The dataset extracted from typical CT studies which 

includes multiple, serial and axial computed tomography 

images derived from thorax and abdomen of Scoliosis 

patients were used. The images are of size 1280×720 pixels 

and in jpg format. The results of segmentation are tabulated 

and the segmentation results of lumbar spine and lumbar 

vertebrae of various postures of patients are illustrated in 

Fig 5 and fig 6 respectively.   In Fig 5, red color indicates 

the spinal canal whereas red color in Fig 6 indicates the 

vertebrae for men.  

 

Fig 5. Segmentation results of lumbar spine of various postures of 

patients 

 

 

Fig6. Segmentation results of lumbar vertebrae of various postures of 
patients 

Table I demonstrates the performance analysis of the 

proposed system with various properties. The properties 

analysed are a true positive, true negative, FP, FN sensitivity, 
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specificity and accuracy of the proposed system. The system 

has an overall accuracy of  92.22  with CT of lumbar spine 

having multiple compression fractures and accuracy of 95 

with lumbar vertebrae CT. 

 

TABLE I.  PERFORMANCE ANALYSIS OF THE PROPOSED 

SYSTEM WITH DIFFERENT PROPERTIES 

V. CONCLUSION 

Scoliosis is a disease which can be cured when diagnosed 

early. The proposed method aimed at the early diagnosis of 

spinal disorders. The scoliosis patients were taken for 

detailed study about the implementation of the system. It is 

highly important to identify which minor deformities will 

eventually result in major deformity the importance of our 

system is that it helps in early diagnosis of the disease that 

too in the very starting stage of the disease when there is 

only a slight variation in the angle of orientation of the 

spine. For scoliosis, earlier the treatment is started the more 

effective the treatment will be, this shows how important is 

the early diagnosis of scoliosis. The automatic spinal canal 

segmentation system will help in diagnosing scoliosis at the 

early prodromal stage itself. This not only decreases the 

need for surgery but also the disease can be easily controlled 

through exercise and minor treatments.  Experimental 

results validate the accuracy and efficiency of the proposed 

system.  
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Parameters 

Lumbar 

Vertebrae    

CT 

CT of lumbar 

spine 

CT of Lumbar 

spine with 

multiple 

compression 

fractures 

TP 57 54 56 

TN 3 5 4 

FP 38 32 27 

FN 2 8 3 

Sensitivity 0.966102 0.870968 0.949153 

Specificity 0.073171 0.135135 0.129032 

Accuracy 0.95 0.868687 0.922222 
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Abstract—Despite recent achievements in generative im-
age modeling, generating better quality image samples from
complex datasets such as ImageNet remains an illusory goal.
The objective of this paper is to train Deep Convolutional
Generative Adversarial Network at the well known CIFAR10
dataset, and study the instabilities specific to such scale and
then test the large scale ImageNet dataset for establishment
of the proposed DCGAN. We find that applying a pre-trained
DCGAN can remove the complexity and also can learn prior
details of images and improve the quality of generated image.
Our modifications on DCGAN lead to models which set the
new cutting edge in class-contingent image reconstruction on
pre-trained GAN’s. When tested on ImageNet at 128×128
resolution, our model (DCGAN) lowers the loss between
the generated and real image samples which shows that the
proposed DCGAN model works well with both the datasets.

Index Terms—Deep Convolutional Generative Adversarial
Network, Generator, Discriminator, ImageNet, Image Recon-
struction

I. Introduction

Algorithms based on machine learning essentially deals
with unraveling data from numerous available real-world
sources and revealing the different types of patterns,
for example, in classification tasks, object detection and
segmentation etc. Recently, a variety of dynamic field
explore the possibility of how to produce such genuine
information through certain generative models. Artificial
or synthetic information generation could be utilized for
enlarging the training space by creating artificial but
natural looking data samples that are excluded from the
original data. For this purpose deep learning methods
such as convolutional neural network has been embedded
to generative modeling by researchers. Generative models
use unsupervised learning techniques that include conse-
quently find and learn the patterns and representation of
input image samples so that the model can be utilized to
create or yield new models that conceivably might have
been drawn from the original dataset. Image generation
from a latent feature space is what this paper investigates.
Image reconstruction is an active research field and with
the collateral emergence of deep generative models, two
victorious and vitally divergent methods have been allured
the attention of the researchers showing optimistic results:

Variational Autoencoders (VAE) [1] and Generative Ad-
versarial Networks (GAN) [2].The previous classification
follow a clear methodology: they utilize a traditional
autoencoder (for example an encoder/decoder conspire),
however the noise vector is added to the transitional
representation to inforce a Gaussian distribution. This way
the decoder learns to produce images by following explicit
information details conveyances extricated from the input
space without compacting the detailed information. Thus,
the initial input space contains the finest distribution
(distinguished by the encoder), at that point the generator
yields a realistic image that contains a visual component
complementary to that dissemination.

Generative Adversarial Networks can recreate test sam-
ples from complex image space. They comprise of two
sub-models: a discriminator which intends to isolate real
images from fake (or recreated) images, and a generator
which is at the same time streamlined to reproduce sample
images that classified as realistic by the discriminator. The
two models are trained simultaneously in an adversarial
circumstance until the discriminator model is deceived
about a fraction of the time, which implies that the
conceptual model can be build using generator models.
GANs are a stimulating and rapidly developing field,
conveying on the assurance of generative models in their
ability to make pragmatic models across a scope of real-
world issues, most eminently in image to image transition,
for instance, making a translation of photos of winter to
autumn or noon to night, and in creating photograph
sensible photos of articles, scenes and people that even
individuals can not distinguish being real or fake. Deep
learning has attained magnificent outcomes for classifica-
tion tasks using discriminative models for which enormous
datasets exists; for instance on the ImageNet dataset
which comprises of over 1M pictures [3]. Howbeit, for some
issues the number of data is not adequate to prepare large
number of parameters typically available in these deep
based networks. Favorably, deep learning strategies has
proved that discovered patterns and information contained
on an enormous dataset, (for example, ImageNet) can
be easily moved to other computer vision tasks. These
networks are either used as feature extractors or for fine
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Fig. 1: Proposed DCGAN architecture

tuning by adapting the pre-trained network to adjust the
parameters according to the new domain dataset. In deep
neural network, the pre-trained network is utilized for
initializing the fine tuned weight adjustments for other
tasks (viably moving the information gained from the
source area). It has also been indicated that less train data
were needed to prepare models which were initiated with a
pre-trained network. The strategy of utilizing a pre-trained
models for reinstatement – that is extremely mainstream
for discriminative models is the most awesome aspect of
our insight which is not utilized for GANs. Howbeit, as
in the instance of discriminative models, the quantity
of hyperparameters in a GAN is huge and complex.
Particularly in some research areas which need numerous
training data, the utilization of pre-trained GANs could
essentially enhance the nature of the produced data.

Subsequently, the current work, the utilization of pre-
train models for GANs are evaluated. The paper has the
following accompanying contributions:

1) A few pre-trained parameter’s arrangements are
evaluated, and described that pre-trained models can
viably quicken the learning cycle and give helpful
earlier information when training data is limited.

2) We trained a Deep Convolutional Generative Adver-
sarial Network (DCGAN) on CIFAR-10 dataset and
then utilize that pre-trained DCGAN to evaluate
and generate images for two class of ImageNet.

The overall workflow of proposed DCGAN architecture
is depicted in Figure 1. The following sections of the
paper presents an extensive literature review, followed
by the methodology section including dataset description,
the proposed architecture and the implementation of the
model. At last, the results are documented followed by
the conclusion section.

II. Literature Review
Generative Adversarial Network (GAN) [2] has gain

increasingly popularity in research theme in recent years
and has achieved modernity performance for a variety
of research works in computer vision case, such as video
reformulation [4], image transition [5], [6], high-resolution
reconstruction [7] and image regeneration [8], [9]. Genera-
tive Adversarial Networks have accomplished amazing out-
comes in image regeneration [10], [11] via a two-competitor
minimax game: a discriminator expects to recognize and
try to distinguish the real images from generated images
while a generator plans to produce realistic fake images
to trick the discriminator. These two modules generally
utilize the deep learning mechanization as per the domain
area. For images and video data, convolutional neural
network and for audio, music and other time series dataset
Long Short Term Model has shown good performance. The
architecture of GAN utilizes a progression of completely
associated layers and in this way is restricted to small
image datasets. When moving toward the reconstruction
of realistic images of higher intricacy, convolutional mod-
els has become more appropriate alternative. Abruptly
Deep Convolutional GANs (DCGAN) turned into the
definitive GAN design for image reconstruction issues [11].
In DC-GAN, the generator consecutively up-samples the
prominent features from raw data by utilizing transpose
convolutions, though the discriminator utilizes ordinary
convolutions to characterize the input images.

Recently, multi-scale ensemble structures [12], [13] can
successfully produce high quality images. It was addition-
ally discovered that these ensemble techniques can be
utilized to improve the nature of the created dispersion
[14]. A progression of multi-stage generative models has
been proposed to produce more reasonable images [15].
[16] proposes Combined Generative Adversarial Network
that unravels correlated components of images by utilizing
numerous generators to produce various pieces of the
picture. The Recursive GANs [17] figures out how to
produce picture foundation and closer views independently
and recursively. GANs have indicated an extraordinary
accomplishment on an assortment of contingent image
based applications, e.g., image to image interpretation
[18] and text-to-image [12]. Conditional GAN (cGAN)
models [19], [20] implements their condition in both sub-
structure i.e. generator and discriminator by linking it to
the contribution of the deep based layers, for example
the random noise vector fed to initial layer or the learned
intermediate components for the interior layers. The AC-
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GAN system [21] broadens the discriminator with a helper
decoder to reproduce class-restrictive data. Likewise, Info-
GAN [22] remakes a subset of the inert factors from which
the samples were produced.

III. Methodology
A. Dataset

In this paper two datasets has been used. The CIFAR10
dataset is used for training the GAN network and the
ImageNet dataset for testing the network on the pre-
trained GAN network. The CIFAR10 comprises of 32×32
labeled color images originating from 10 unique classes,
in which each class contains 60,000, 32 × 32 pixel color
images [23]. The class labels and their standard associated
integer values are listed here, 0: airplane, 1: automobile,
2: bird, 3: cat, 4: deer, 5: dog, 6: frog, 7: horse, 8: ship, 9:
truck. In the current work, 50,000 images are implemented
for training, and 10,000 images with image size 32 × 32
are utilized in testing process.

ImageNet is a dataset of over 15 million labeled high-
resolution images corresponding to approximately 22,000
categories [3]. The images were collected from the web
and labeled by human labelers using Amazon’s Mechanical
Turk crowd-sourcing tool. ImageNet consists of images
with varied image resolutions, while in the current work
a constant input dimensionality is needed. Therefore, the
images were down-sampled to a fixed image pixels of 128 ×
128. A total of 25,000 images (12,500 each for cat and dog
class) has been used to test the pre-trained GAN model.

B. Image Reconstruction on Pre-trained DCGAN (Deep
Convolutional Generative Adversarial Network)

Since the objective is to regenerate images from the
pre-trained GAN model, two CNN modules has been
embedded as generative and discriminative model. Specif-
ically, according to the ImageNet Large Scale Visual
Recognition Competition (ILSVRC) in recent years, it
appears that improved accuracy results regarding image
data, generally relies upon the intricacy of CNNs. In
this paper, a DCGAN has been implemented and trained
on CIFAR10 dataset and then the pre-trained DCGAN
model has been tested on two class of ImageNet dataset
to evaluate the performance of the pre-trained DCGAN.
Here, the significant issues that DCGANs tackles are:

1) Discrimination is made so it essentially tackles a
directed image discrimination task.

2) The feature representation learned by the GAN can
be used to reconstruct the image.

3) Generator contains complex hyperparameters that
can learn complex linguistic rendition of features.

DCGANs use essential standards of CNNs on the gener-
ator/ discriminator and have become the most generally
utilized design because of their quick combination and
furthermore because of the way they can be effortlessly
adjusted into more perplexing variations. The Generator
network takes an N-dimensional noise vector as input

and transforms it according to the learning parameters
and tries to generate some realistic image pixels. The
Discriminator then models a binary classification network
and yields the possibility that predicts whether the input
image is real(1) or fake(0). Considering this, we can
characterize the two primary objectives of the generation
task:

1) Retrain Generator according to the Discrimina-
tor’s last characterization error rate. (So the recon-
structed images look alike realistic).

2) Train Discriminator to limit the last classification
error. (With the goal that real image data is
effectively-recognized from fake image).

To accomplish this, during backpropagation, Generator
hyperparameter’s weights will be adjusted to minimize the
overall loss.

C. DCGAN Generator
The proposed DCGAN generator and discriminator

architecture is described in Figure 2 and 3 respectively.
It tends to be seen from Figure 2, DCGAN generator
takes starting information basically a (1, 100) noise vector,
which goes through 4 Transpose Convolutional layers
(Conv2DTranspose) and a stride rate of 2 to produce a
resultant RGB image of size (128, 128, 3).The Transpose
Convolutional layer is an inverted convolutional layer that
will both upsample input and determine the input fea-
ture’s details during the training of model. To accomplish
this, the noise vector is reshaped into a 8 × 8 × 128
dimensional yield to coordinate the contribution of the
initial Conv2D layer of discriminator which is depicted
straightaway. A brief explanation with number of layers,
size and different operation along with filter size imple-
mented in DCGAN generator and discriminator model is
summarized in Table I and II. The first Conv2DTranspose
layer upsamples the input image to 16 × 16 × 128 with
number of filters 128 and kernel size 3 × 3 with stride
rate 2. Similarly, other subsequent Conv2DTranspose layer
carried the upsampling process with increasing number of
filters (256,512,1024) with same stride and kernel size and
yields 128 × 128 × 1024 feature details of the generated
image from noise vector with other parameters. Finally,
the generated image is fed to a Conv2D layer with filter
size 3 to get the output with the image size 128× 128× 3
as real image size of the ImageNet dataset.

D. DCGAN Discriminator
The DCGAN Discriminator takes an input image size

of (128, 128, 3), same as Generator’s output. It passes
through 4 standard Conv2DTranspose layers with a stride
rate of 2. At the end layer the output image gets flattened
to a vector, which is usually fed to a sigmoidal function,
which then outputs the Discriminator’s prediction for that
image.

The first Conv2D layer receives the real images of
dog and cat from ImageNet dataset and the generated

2021 IEEE Seventh International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, ICBSII 2021-25th-27thMar’21 ISBN: 978-0-7381-4471-9/21

196



Fig. 2: Proposed DCGAN Generator structure

Fig. 3: Proposed DCGAN Discriminator structure

TABLE I: Architecture of DCGAN Generator
Layer Input Operation Filter Size strides output

1 8× 8× 128 Dense
2 8× 8× 128 Conv2DTranspose+leakyRelu 128× 4× 4 2 16× 16× 128
3 16× 16× 128 Conv2DTranspose+leakyRelu 256× 4× 4 2 32× 32× 256
4 32× 32× 256 Conv2DTranspose+leakyRelu 512× 4× 4 2 64× 64× 512
5 64× 64× 512 Conv2DTranspose+leakyRelu 1024× 4× 4 2 128× 128× 1024
6 128× 128× 1024 Conv2D 3× 3 2 128× 128× 3

fake images from the DCGAN generator, of dimension
128 × 128 × 3 (3 represents RGB images) as input and
outputs a 64×64×64 feature map by applying 64 kernels
with kernel size 3 × 3 of stride 2, followed by second
Conv2D layer with 128 kernel size, which filters out the
resultant feature map of layer 1 more precisely and obtain
32×32×128 feature map. The third layer comprises of 256
kernels with 3 × 3 kernel size with stride of 2 and yields
16×16×256 feature map followed by another Conv2D layer
with 512× 3× 3 kernel size which suppresses the output
to 8× 8× 512. Finally the resultant feature map from the
previous layer are fully connected with a dense layer of
output neurons 1 and derive the probabilities for binary
classification between real and fake image classes i.e.
using 4% dropout and Sigmoidal function. Additionally,
this network was trained with batch size of 32, Binary
CrossEntropy loss function and Adam optimizer was used

for 1000 epochs. For the adam optimizer, the learning rate
was set to 0.0002 and decay to 0.5. This architecture has
been trained on CIFAR10 dataset and tested on ImageNet
dataset.

IV. Result and Discussion

This paper proposes a Deep learning embedded GAN
model namely DCGAN which utilizes the principle of
CNN model for working of the generator as well as the
discriminator. The objective of this paper is to regenerate
images from the pre-trained DCGAN using Imagenet
dataset as testing data for the proposed GAN model to
enhance the resolution of reconstructed images. In this
paper, CIFAR10 dataset is used as the source image
space and it uses all the 10 classes for training the
DCGAN. The proposed DCGAN trained with 50,000
images and tested on 25,000 images of dog and cat class
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TABLE II: Architecture of DCGAN Discriminator
Layer Input Operation Filter Size strides output

1 128× 128× 3 Conv2DleakyRelu 64× 3× 3 2 64× 64× 64
2 64× 64× 64 Conv2DleakyRelu 128× 3× 3 2 32× 32× 128
3 32× 32× 128 Conv2D+leakyRelu 256× 3× 3 2 16× 16× 256
4 16× 16× 256 Conv2D+leakyRelu 512× 3× 3 2 8× 8× 512
5 64× 64× 512 Dropout 0.4
6 8× 8× 512 Dense 1(sigmoid) 1× 65536

Fig. 4: DCGAN loss graph on ImageNet Dataset

taken from CIFAR10 and ImageNet datasets respectively.
The weights are adjusted while training and then the
learned parameters are transferred from the pre-trained
DCGAN for better performance. The performance for
DCGAN model is evaluated with the test set taken
from ImageNet dataset. The DCGAN’s generator takes
input noise and learned parameters and tries to generate
realistic images and fed these regenerated images along
with the original image to the DCGAN’s discriminator
for binary classification between real and fake images. The
performance of DCGAN is evaluated with the generator’s
and discriminator’s loss depicted in Figure 4. It can be
seen from loss graph of DCGAN model that the loss
between generated image and the original image almost
converges at 1000 epochs which shows that the DCGAN’s
generator have learned well and tries to generate realistic
images. In Figure 5 some of the generated image samples
of dog and cat are shown with the increasing epoch
size. The quality of generated sample images increases
with the number of epochs and is mostly comparable
to the original image. The original dog and cat image
sample taken from ImageNet dataset are also shown
along with the generated image samples. The outcomes
show an improvement when utilizing pre-prepared models,
with higher resolution images and brings down the loss
with all updated weight measurements, proposing that it
better catches the genuine information dispersion of the
ImageNet dataset contrasted to training from scratch.

Fig. 5: Generated image from DCGAN on ImageNet
dataset (Dog and Cat)

V. Conclusion
In this paper, a DCGAN based on CNN model has been

proposed for image reconstruction using two classes of
ImageNet dataset. The modified CNN model is embedded
on the generator and discriminator for better performance
of the GAN model and named as DCGAN. The contribu-
tion of this work is in two essential viewpoints; the first
is, a novel strategy DCGAN is utilized to regenerate the
image samples for obtaining better results from the large
scale datasets. Furthermore, to improve the efficiency and
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remove the complexity of overall DCGAN, the model is
pre-trained on CIFAR10 dataset and then tested on the
ImageNet dataset, hence, generating images with good
resolution. The acquired discriminator’s and generator’s
loss and the generated images are also showing that the
pre-trained DCGAN has shown significant improvement
in images resolution and quality. This approach has also
been established as a good practice for testing the datasets
with a pre-trained GAN model.
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Abstract—Dental diseases like dental anomalies, periapical 

and dental caries is increasing day by day in children and 

adults. Artificial intelligence and neural network with its 

application in medical imaging is influencing the healthcare 

industry. X –ray imaging is the commonly employed technique 

to diagnose diseases of the teeth. Segmentation and 

classification of differing dental anomalies using neural 

network is proving to be a boon to the dental field. Application 

of neural algorithms aids in obtaining images with better 

detection accuracy. Automated detection reduces the workload 

of a dentist with classification being accurate. A better 

penetration of machine learning into these processes highlights 

its advantages to classify dental X ray images.  Different 

machine learning techniques are deployed to identify and 

classify the dental abnormalities.  

Keywords—Classification, Dental X-Ray, Machine 

Learning, Neural network 

I. INTRODUCTION  

Tooth is a dense structure in the human body that decays 
due to many reasons. Countless conditions like Dental decay, 
Periodontal disease, Mesioangular impaction, Periapical 
abscess, Horizontal bone impaction,Vertical bone impaction, 
Apical periodontitis, Overhanging restoration, Irreversible 
pulpits,  Cast post restoration, Radiopaque restoration,  
Proximal caries are detected using an X ray.  

Digital images of human body have gained more 
attention in the field of medical image analysis research. 
Numerous image processing techniques are emerging to find 
solutions to diseases found in human body. Human organs 
are complex and difficult to diagnose. [1]An easiest imaging 
modality for dense structure of the body is X-ray. These rays 
penetrate the bones and produce an image which aids in 
diagnosis. Once anomalies are detected in an X-Ray, the 
doctor diagnosis the problem and prescribe the therapy.  

Digital radiographic image is an advanced X- ray 
assessment technique which produces images immediately 
on a computer. X-ray sensitive plates capture the images 
during investigation and transfer it to the computer 
immediately. The incident x-ray radiation is converted into 
an equivalent electric charge and by a detector sensor to a 
digital image. 

Recognition and analysis of dental images have been 
made easier with the introduction of digital X ray images. 
The resolution, luminance, noises, contrast are different 
when different X ray machines are utilised to capture the 

images. Analysis of teeth images can be successfully 
performed by segmentation of the tooth and it forms an 
important step for treatment planning. Segmentation of the 
dental images can be done using different techniques like k-
means and dual clustering, subtraction of background, 
methods based on histograms, region growing 
methodologies,etc. which help to differentiate the normal 

from the pathologically affected parts of the teeth. [2] 

Application of the fundamentals of machine learning in 
dental imaging is making it easier to segment and classify 
images .[3] Based on the efficiency and performance of  
classification algorithms, few of the promising ones like 
SVM, ANN, KNN are applied on dental data set images. 

II. LITERATURE SURVEY 

Anuj Kumar, H. S. Bhadauria Nitin Kumar proposed Fuzzy 

Clustering with Level Set Segmentation for Detection of 
Dental Restoration [4]to extract the restoration part from the 

dental X-ray image by combining the Fuzzy clustering with 

the iterative level set active contour. Here median filter pre 
processes the image and segments using  Fuzzy clustering. 

Jiafa Mao, KaihuiWang ,Yahong Hu, Weiguo Sheng, 
Qixin Feng, presented Grab Cut algorithm [5] for dental X-ray 
images based on full threshold segmentation. They obtained 
the outline image set of Iwholen and Crowns. Morphological 
open operation and median filtering is applied to the synthetic 
image of contour and crown, and the resulted image used a 
Mask for Grab Cut to obtain the target tooth image.  

Jie Yang, yuchen Xie, Lin Lui  presented the Automated 
Dental Image Analysis Learning on Small Dataset [6]by Deep 
datasets, procedures, and results conducted to evaluate dental 
treatment qualities using periapical dental X-ray images taken 
before and after the operations. They acted as a support to 
clinicians to classify diseases as getting better, getting worse 
and no explicit change.  

Said.E.H, Dias .E,M, Nasar .G.F proposed a 
methodology of Teeth segmentation in digitized dental X-
Rays films using mathematical morphology. A grey scale 
contrast stretching transformation is done to improve the 
performance of teeth segmentation. They concluded that in 
addition to its capability of handling bitewing and periapical 
dental radiographs views, their approach exhibits the lowest 
failure rate[7][8].  
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III. METHODOLOGY 

 

The image dataset made use of in this work is a group of 
dental X-ray images gathered from dental hospitals, dental 
clinics and web source dental datasets. Different classes of 
dental caries and normal images are obtained and stored as 
database. Figure 1 depicts the stages of processing and 
analysis of the dental caries from digital X ray images. The 
unprocessed image is retrieved from the dataset and pre 
processed for enhancement of images and redundancy 
removed. This is followed by resizing of the images to 
reduce distortions and convert to gray scale images as 
processing of colours images will not give clear data. [9] 

 

             Figure 1: Basic Block Diagram of process 

The pre-processed and resized images are segmented into 
non-intersecting homogeneous regions based on the 
characteristic pixels and similar attributes of the image. 
Location and identification of boundaries like lines, curves in 
images are attained by segmentation. It also determines the 
accuracy of the computer based output.  

Feature extraction produces a reduced group of features 
which can ease the processing when datasets are large.   The 
features selected usually contain the required information 
and desired task can be performed using the extracted data. 
This work uses GLCM  for feature extraction. The GLCM 
function characterises an image's texture by calculating how 
often pairs of pixels with specific values and in a specified 
spatial relationship appear in an image, generating a GLCM, 
and extracting statistical measures from this matrix. Further 
the images are classified from the dataset fed for training Nd 
testing.[10][11] Classification aids us to differentiate the various 
classes of dental diseases and strategically diagnose the type 
of dental disease. 

Support Vector Machine (SVM), Artificial Neural Network 
(ANN) and KNN (Kernal Nearest Neighbour) classification 
algorithm determines whether there are pathological signs of 
dental diseases in the analyzed image. SVM generated an 
optimal classified model by obtaining data from an existing 
trained set. A promising approach by the application of ANN 
in the field of dentistry to classify dental caries and impacted 
teeth created a big influence in image analysis. By 
considering the best match of new records with an already 
trained record system, a supervised classification algorithm 
like KNN is found to reduce complexity.[12] The newest 
neighbour is found by the Euclidean distance and helps to 
classify accordingly.  

IV. RESULTS AND DISCUSSIONS 

This section describes the experimental results of the 
classification methods using digital dental X ray images for 
different classes of dental diseases. Dental images, belonging 
to various dental diseases like vertical impaction, periapical 
abscess, distal pulp horn caries, missed canal in root canal, 

etc are stored in the dental image database. The images were 
collected from dental clinics and hospitals. Our work consists 
of a total of 500 images belonging to assorted set of dental 
caries and normal tooth images. One half of the images were 
used for training and the other half for the testing.  

Digital X ray images of the abnormal teeth are loaded into 
the system for pre processing. 

                     

        Figure 2: Input Image of teeth 

The goal of pre-processing is to reduce or eliminate 
unwanted distortions in image data, as well as to improve 
some image features that are important for subsequent 
processing. Median filters are employed for preprocessing in 
this work followed by resizing to a specified dimension and 
gray scale conversion for a better representation of the 
images.  

                     

Figure 3: Gray Scale Dental X ray Image 

Segmentation[13] is performed using Region of Interest (ROI) 
which separates the uninteresting pixels from the interesting 
pixels and reassigned with intensity values 0 or 1 for not 
required and required pixels respectively. 

                                

 Figure 4: Segmented dental X ray Image 

The main aim of feature extraction is to separate favourable 
characteristics from the image. Gray Level Co-occurrence 
Matrix (GLCM) is performed to extract the features. It 
extracts second order texture data from images. [14][15]The 
features extracted from the images stored in the dataset are 
Skewness,Smoothness ,Energy , Entropy ,Homogeneity, 
Performance, Contrast and Correlation along with shape and 
geometry.  

   

 Figure 5: Featured Extracted Image 
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The Table 1  below gives the extracted feature of some of the 
dental diseases 

Table 1:  Extracted feature values of diseased teeth 

 

The images are trained according to the dataset that is been 
stored.  

 

Figure 6: Training of images 

The set of dental images are run through the mentioned 
classification techniques such as SVM, ANN and KNN. The 
segmented and classified images using the different classifier 
algorithms are presented  in Figure 7. 

 
Figure 7: a) SVM Output b) ANN output c) KNN output 

   V.CONCLUSION 

In this work, it is suggested that by utilising GLCM features 
and SVM, KNN and ANN classifiers, the teeth affected by 
dental caries can be set apart from the normal teeth in a more 
detailed manner. The automated teeth segmentation and 
classification provide radiologists with a faster and second 
opinion by reviewing medical images, increasing the 
sensitivity of disease detection. Hence it is able to produce 
results in a more precise manner efficiently. 
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Abstract— The brain abnormality is one of the major 

sicknesses in human’s health and the untreated brain defect 

will cause major illness. Ischemic stroke is one of the major 

medical emergencies and the timely diagnosis and treatment 

will save the patient from serious sickness. The proposed 

research employs the U-Net scheme to extort the Ischemic-

Stoke-Lesion (ISL) from the brain MRI slices of ISLES2015 

database. In this work, a pre-trained U-Net encoder-decoder 

system is employed to extort the ISL fragment from the chosen 

test image.  After the extraction, a relative assessment is 

performed with the ground-truth available along with 

consequent test image. In this work, 20 patients’ images (20 

patient x 25 slices = 500 images) are adopted for the assessment 

and the general result achieved with the executed methodology 

helped to achieve a better value of Jaccard (>90%), Dice 

(>95%) and Accuracy (>98%) on the considered image dataset.   

Keywords—Ischemic-stoke, Brain MRI, U-Net, decoder-

encoder, assessment. 

I. INTRODUCTION  

In human physiology, the brain plays a major role that 
monitors and controls every other part of the body. The 
abnormality in the brain will severely affect the sensory 
signal processing and the decision-making process.  
Ischemic-stoke is one of the common brain abnormalities in 
humans, largely occurs due to the lack of blood flow to the 
brain parts and timely recognition and treatment is very 
essential to help the patient to recover from the abnormality 
[1-3]. According to the level, the stroke impact varies from 
mild to severe and the unrecognised and untreated stroke 
may lead to temporary/permanent disability. In some cases, 
the untreated ischemic-stoke will lead to death [4,5]. 

Due to its importance, in the literature, a considerable 
amount of works are planned to examine the ischemic-stroke 
in humans using bio-signals [6] and bio-images [7,,8]. The 
image supported diagnosis will help to get better information 
regarding the severity of the infection and its location 
compared to the bio-signal supported methods.  

The image assisted detection of ischemic-stoke normally 
involves the examination of brain CT or MRI slices and due 
to its better visibility and multi-modality nature, brain MRI 
slices are widely adopted by the researchers compared to 
brain CT. The earlier works on Ischemic-Stoke-Lesion (ISL) 
assessment using the brain MRI slices can be found in [9-
15].  

The commonly adopted ISL assessment from the brain 
MRI involves in; (i) Collection of the clinical level brain 
MRI image, (ii) Pre-processing the image to get the 
appropriate dimension of MRI slice for the assessment, (iii) 
Implementing the appropriate imaging approach to extort 
and assess the ISL fragment and (iv) Validation and 
confirmation of the proposed scheme to confirm its accuracy.  

The previous studies on the ISL assessment has 
implemented a variety of image processing methodologies 
on the clinically collected images and benchmark brain MRI 
slices. The clinical grade images are preserved by the 
researchers for their own use and most of these images are 
protected by copyright and not freely available for research 
purposes. Hence, the brain MRI slices collected from the 
benchmark database is extensively considered by most 
researchers to test and validate the developed scheme.  

The ISLES2015 [11] is one of the commonly adopted 
brain MRI databases for the ISL related study and the earlier 
works implemented using this database can be found in the 
literature [7-12]. This dataset consists of the carefully 
recorded clinical-grade brain MRI with diverse modalities, 
such as Flair, T2, diffusion-weight (DW), and every MRI 
slice is associated with the essential Ground-Truth (GT) 
offered by two expert members. The visibility of the ISL is 
good in the Flair modality MRI slice compared to other 
approaches and hence, the Flair modality slices are one of the 
favourite choices of the researchers to test and validate their 
decease detection system [8-10]. 

Recently, the Convolutional-Neural-Network  (CNN)  
based Artificial-Intelligence (AI) practice helped to construct 
a number of the automated disease detection systems and the 
results of the earlier approaches also confirmed the merit of 
the CNN schemes compared to the tradition as well as other 
disease detection approaches. The merit of the CNN is its 
improved accuracy compared to other methods and its 
adaptability on the greyscale as well as RGB scaled images. 
Further, most of the CNN schemes are available as the pre-
trained architecture and the existing structure can be easily 
implementable on any database with effortless training 
[16,17].  

The proposed research aims to implement a U-Net 
scheme to extort the ISL area from the trial images with 
enhanced segmentation accuracy. The earlier work related to 
the U-Net scheme can be accessed from [18-20]. The pre-
trained U-Net is allowed to extract the ISL fragment from the 
chosen brain MRI slice and after the extraction of the ISL, a 
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comparative measurement among the ISL section and the 
related GT is performed and the necessary Image-Quality-
Measures (IQM) are computed.  Based on the attained values 
of the IQM, the worth of the planned scheme is validated. 

The other sections of this work is organised as below; 
Section 2 discuss the Context, Section 3 demonstrates the 
methodology, Section 4 and 5 give the experimental outcome 
of this research and the conclusion of the proposed work, 
respectively. 

II. CONTEXT 

The earlier works are executed to examine the brain 
abnormality using Flair modality MRI slices. The earlier 
works implemented using the ISLES2015 database can be 
found in [7-12] and in most of the works, segmentation of 
ISL using a chosen semi-automated/automated image 
processing approach is implemented. 

A number of procedures are proposed and applied to 
inspect the ISLES2015 datasets and the implemented 
approaches vary from; traditional methods to the recently 
developed deep-learning approaches. The ultimate aim of 
every method is to extort the ISL fragment from the MRI 
slice of chosen modality; which offers a better result. 

In the literature, the MRI modalities, such as Flair, T1, 
and DW are separately evaluated with; (i) direct semi-
automated and automated segmentation techniques, (ii) 
Combination of the multi-thresholding-based enhancement, 
and chosen segmentation method, and (iii) Deep-learning 
assisted segmentation and classification techniques. Every 
method will have its own merit and the chief aim in each 
scheme is to extract the ISL with the enhanced image 
performance measure values. 

The traditional assessment and the combined 
thresholding and segmentation outcome can be found in the 
earlier literature [7,8]. The earlier works also confirmed that; 
most of the existing methods are semi-automated procedures 
and may require partial or full human supporters to execute 
the evaluation. In this work, an attempt is made to implement 
the U-Net based segmentation approach to extort the infected 
segment of the brain MRI with improved accuracy. The main 
advantage of this approach compared to the existing 
approach is its availability and its implementation issue. The 
U-Net considered in this work is a pre-trained system and the 
implementation and validation of the pre-trained scheme is 
quite simple compared with the customary methods.  

III. METHODOLOGY 

This section shows the methodology adopted in this 
research work.  After collecting the essential test image from 
the ISLES2015 database, every image is resized to the 
dimension of 256x256x3 pixels. Initially, this work 
considered the pre-trained U-Net model to extract the ISL 
segment from the considered test images. The total number 
of test images considered is only 500 images and hence 

image augmentation (horizontal/vertical flip, 
o30 rotation 

and 
o60 rotation) is implemented to increase the number 

of test images to train the U-Net system for the ISLES2015 
images. When the U-Net is perfectly trained, then the 
performance of the U-Net is validated for all the 500 test 
images. The role of the U-Net is to extract the ISL section 

from the test image with better accuracy. After getting the 
ISL fragment, a relative assessment with the GT is 
performed and the essential performance measures are then 
computed. Based on these values, the significance of the U-
Net segmentation is validated. Figure 1 depicts the various 
sections existing in the proposed approach. 

 

Fig.1. Proposed ISL examination scheme 

A. Image database 

The development of an appropriate image examination 
system is essential for the efficient assessment of the brain 
abnormality.  The proposed work considered the test images 
from the Ischemic-Stroke-LEsion-Segmentation Challenge 
2015 (ISLES2015)  [11]. This dataset consists of the 
clinical-grade, skull-stripped 3D brain MRI of Flair, T2, and 
DW modality images associated along with the necessary 
GT. Assessment of 3D brain MRI is quite complex and 
requires a complex computation; hence a 3D to 2D 
alteration is realized using the ITK-Snap tool [21,22] and 
the transformed images are then considered for the 
evaluation. 

Im
ag
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Fig.2. Sample test images of ISLES2015  

All the extracted images are available with a dimension 
of 77x77x3 pixels and every test image is resized to 
256x256x3 pixels. In this research, 20 patients’ images are 
considered for the assessment, and from every patient, 25 
slices are extracted and included in the test image database. 
All the 500 images (20 patients’ x 25 slices) are separately 
processed using the U-Net scheme implemented in this 
study.  The sample trial images and the GT is depicted in 
Figure 2.  Other essential information and the earlier works 
on this dataset can be found in [12-14]. 
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B. U-Net Scheme 

In the proposed work the well-known pre-trained U-Net 
scheme (VGG-UNet) shown in Figure 3 is considered to 
segment the ISL region from the test images.  

This scheme consists of two sections namely the encoder 
and the decoder using as presented in the figure. The encoder 
section is implemented by considering the VGG11 scheme 
with the essential convolutional (Conv) and MaxPool layers 
as presented in the figure and the decoder section is 
associated with the Up-Conv section which will reconstruct 
the images from the extracted features of the encoder unit. 
The final layer of the decoder section consists of the 
SoftMax layer, which will help to implement a binary 
classification to separate the ISL section from the 
background. The proposed scheme helps to get a binary 
image, which is then compared against the related ground 
truth for validation. Other essential information regarding the 
U-Net (VGG-UNet) can be found in the literature [18-20]. 

 

Fig.3. Structure of the VGG-UNet (U-Net) scheme considered in this 
research 

C. Validaion 

The success of every disease detection system depends 
on its performance on the considered benchmark image 
database. When better performance is achieved with the 
system on the benchmark datasets, then it can be assumed 
that the developed scheme also will provide a better result 
when the real clinical images are evaluated.  

The essential Performance-Measures (PM) such as True-
Positive (TP), False-Positive (FP), False-Negative (FN), and 
True-Negative (TN) are initially computed during the 
comparison between the segmented ISL and the GT. From 
these initial measures, other values, such as Jaccard, Dice, 
Accuracy (ACC), Precision (PRE), Sensitivity (SEN), 
Specificity (SPE), and Negative-Predictive-Value (NPV) are 
also attained, and based on these values; the performance of 
the proposed segmentation approach is validated [7-10]. 

IV. EXPERIMENTAL RESULT AND DISCUSSION 

This part of research reveals the attained experimental 
results and its discussions. All the experimental work is 
executed using a workstation; Intel i5 2.5GHz processor with 
16GB RAM and 2GB VRAM set with MATLAB

®
. 

Initially, the considered U-Net scheme is trained using 
the image database (original and augmented images) and 
after the complete training process; every test image (500 
images) is separately tested and the attained result is 
compared with its GT image. The comparison among 
segmented ISL and GT will help to get the necessary PMs 
and based on its value, the merit of U-Net on the ISLES2015 
dataset is confirmed.   

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

Fig.4. Segmentation outcome attained with U-Net for a sample test 
image. 

(a) – (c) Images extracted from various layers of the encoder section, 
(d)  and (e) reconstructed image by the decoder unit, (f) Segmented ISL 
by the SoftMax 

 

The pre-trained U-Net scheme is successfully executed 
to extort the essential ISL fragment from the chosen test 
images and the result attained for a sample test image can be 
found in Figure 4. In this figure, both the encoder as well as 
the decoder outcomes is depicted. Even though the brain 
MRI slices look like the greyscale images, actually, these 
images are in the form of RGB and this information is 
clearly discussed in [7,8].  When the initial image is fed to 
the encoder part, the essential convolution, as well as the 
MaxPool operation, is performed to extort the indispensable 
features from the image. Normally, the encoder section is the 
pre-trained VGG11 architecture without the fully connected 
layer. The outcome of the encoder section is in the form of 
image features. During the encoding operation, every down-
convolution layer output is passed towards the up-
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convolution layer in which the pixel level segregation image 
reconstruction is taking place.  

The total number of up-convolution operation in the 
decoder is similar to the encoder unit and this supports the 
reconstruction of the features into images with varied pixel 
groups. The final part of this section has a SoftMax classifier 
unit, which helps to segregate the existing images into the 
ISL section (binary1) and the background (binary 0). In this 
figure, Fig. 4(a) to (c) depicts the results of the encoder 
section, Fig 4(d), (e) are the results of the decoder sections 
and Fig 4(f) is the outcome by the SoftMax classifier. 
Normally, in the medical image segmentation task, Fig 4(f) 
will be the binary image with the ISL and background and 
finally, this binary picture is evaluated and confirmed against 
the GT image.  

The comparison of the ISL and the GT will help to get 
the essential PM values and according to these measures, the 
merit of U-Net approach is confirmed. In this work, the 
results attained in the sample test images (depicted in Fig 2) 
is presented and IM1 to IM3 respectively denotes the Image 
1 to Image 3 of brain MRI slices existing in Fig 2.  From 
Table I and Table II values, it can be noted that the U-Net 
segmentation helps to realize superior values of PMs for 
every image with healthier values of Jaccard, Dice, and 
ACC. A similar procedure is repeated for all other images of 
the considered ISLES2015 database and the average of 
performance measure is accounted to verify the performance 
of the proposed CNN supported segmentation. 

TABLE I.  ESSENTIAL PERFORMANCE MESURE COMPUTED BETWEEN 

SEGMENTED SECTION AND GT  

Image TP FP TN FN 
Jaccard 

(%) 

Dice 

(%) 

IM1 3254 107 62033 142 92.89 96.31 

IM2 3092 163 62196 85 92.57 96.14 

IM3 1485 114 63829 108 86.99 93.04 

TABLE II.  IMAGE PERFORMANCE MEASURES OF SAMPLE TEST 

IMAGES 

Image 
ACC 
(%) 

PRE 
(%) 

SEN 
(%) 

SPE 
(%) 

NPV 
(%) 

IM1 99.62 96.82 95.82 99.83 99.77 

IM2 99.62 94.99 97.32 99.74 99.86 

IM3 99.66 92.87 93.22 99.82 99.83 

 

The overall outcome (average of all 500 images PMs) of 
the proposed scheme is confirmed alongside the available 
results in the literature as represented in Table III. This 
information confirms that the results attained with the 
proposed scheme are better and it works well on the brain 
MRI slices of the Flair modality. Further, the other existing 
methods are requiring a combined traditional thresholding 
and segmentation methods and most of the existing methods 
are also are of semi-automated approaches. The U-Net 
scheme supported method is an automated approach and 
extracts the ISL fragment with improved PM values 
compared to the existing works.   

This scheme is experienced and authenticated by means 
of the Flair modality MRI and in the future, the performance 
of U-Net segmentation can be tested with other brain MRI 

modalities. Further, the merit of U-Net can be compared and 
confirmed against other pre-trained CNN segmentation 
methods available in the literature. 

TABLE III EVALUATION OF PROPOSED APPROACH WITH EXISTING METHODS 

Method 
Jaccard 

(%) 
Dice 
(%) 

ACC 
(%) 

Rajinikanth and  Satapathy [7] 78.60 88.54 91.17 

Rajinikanth et al. [8] 90.34 94.92 - 

Lin et al. [9] 
Otsu 88.48 90.48 95.94 

Kapur 90.36 92.21 96.12 

Rajinikanth 
et al. [10] 

Watershed 90.34 94.92 98.49 

Active Contour 88.05 93.63 97.31 

Markov random 
field 

86.12 92.46 97.76 

Proposed U-Net segmentation 90.74 95.18 98.68 

 

V. CONCLUSION 

Assessment of a chosen brain MRI slice is one of the 
commonly adopted real-time investigation approaches. 
Evaluation of the ISL section with an appropriate image 
processing scheme is very essential during the brain 
abnormality assessment.  The extracted ISL will help to 
locate the brain section where the problem existing and the 
severity of the problem. This work implemented a pre-
trained U-Net scheme to extort the ISL with superior 
accuracy. The outcome of the extracted section is then 
compared with the GT image and the disease detection 
performance of proposed scheme is confirmed based on the 
computed values of the PMs. In this work, 500 numbers of 
brain MRI slices of ISLES2015 is examined and the average 
values of the PMs confirmed that the proposed scheme offers 
better result compared to the results of other existing 
methods.  
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ABSTRACT: Drivers drowsiness is the major problem 

that causes road accidents. Unlike normal facial expression, 

drowsiness is defined to be a condition of exhaustion, where 

the expression of the face is different from usual. The 

important steps in detecting drowsiness are face detection 

and expression detection. Many algorithms are being 

developed to detect face and expressions. But these 

algorithm give poor performance due to the extrinsic 

parameters of the environment. Light and position of the 

camera are the major problems.   In this paper , different 

architectures were used to analyse the performance of face 

and drowsiness detection. Also we have proposed  new 

detection methods using deep learning technique. To 

estimate the drivers’ state we use facial regions 

corresponding to entire face. The algorithms employed for 

face detection are  i) Viola Jones ii) DLib iii) Yolo V3. For 

the Classification , The CNN (Convolutional Neural 

Network) architectures employed in the drowsiness detection 

is modified LeNet .  

Keywords: Convolutional Neural Network (CNN), 

Drowsiness detection, Face Detection, Viola Jones algorithm, 

dlib, YoloV3, LeNet, DarkNet-53, Deep Learning, multi-modal 

analysis 

I. INTRODUCTION 

Automobiles have become an essential mode of 
transportation for people. Number of globally sold 
vehicles over the last four years was 95 million. After one 
year 0.3% more vehicles were sold. In 2018 the selling 
rate was 1 billion and increased by 0.6% in 2019 
compared to last year. In 2020 the global selling rate until 
March is 60.5 million automobiles. With increase in the 
number of vehicles, the occurrence of traffic and 
accidents is also gradually. Traffic collisions are a major 
source of deaths every year. The National Crime Record 
Bureau (NCRB) reports 496,762 road-related traffic 
collisions in all states[1]. According to an estimate given 
by the World Health Organization (WHO) , around 1.35 
million people worldwide have died due to road traffic 
injuries [2]. These accidents occur due to fatigue driving 
approximately 20% - 30%. Drowsy driving is the most 
dangerous aspect of road accidents. 

The methods for drowsiness detection are classified 
into subjective and objective detection methods. In the 
objective detection no feedback is given to drivers and 
detection takes place according to the drivers‟ physical 
aspects but subjective detection is all about physical 
aspects of drivers. The objective type of detection is 
further grouped into contact and non-contact types. The 

proposed system is based on non-contact method, since it 
is low cost as compared to contact method. 

The main goal of this work is to determine whether a 
driver is drowsy. The algorithmic pipeline analyses each 
frame image of the video stream and detects the drivers‟ 
condition – whether feeling drowsy or not. The proposed 
system is based on non-contact method, since it is low 
cost as compared to contact method. After detection, next 
step is giving an alert alarm to the driver so that he can 
take necessary action. Here deep learning technique is 
used with the help of Convolutional Neural Network 
(CNN). 

II. LITERATURE SURVEY 

In various approaches steps are taken for facial 
landmark detection, object tracking and methods for 
driver drowsiness detection can be used in two ways 
either in contact approaches or in non-contact approaches. 
The nature of the techniques largely depends on the 
application domain. 

Many researchers have attempted various technologies 
such as monitoring of underlying patterns in steering, 
monitoring vehicle position in lane, monitoring the 
eye/face of the driver, physiological measurement etc. It is 
seen that most approaches use driver eye/face monitoring, 
physiological measurement. The research done   in 2019 
uses driver eye/face monitoring which creates a “DriCare” 
alert for the driver [3]. The system is efficient and its 
efficiency can be validated using a public driver 
drowsiness recognition dataset. Some of the research 
works which made the evolution to proposed work are 
depicted as follows. 

A. Facial Landmarks Recognition 

Facial landmarks are an important, yet challenging 
phase in drowsiness detection. It has been applied to solve 
problems like alignment of face, estimation of head pose, 
swapping of face, blink detection etc. It usually used to 
pinpoint and characterize significant areas of the face, 
eyebrows, nose, and mouth. 

The research work by the authors Y. Sun, X. Wang 
and X. Tang propose a new methodology for 
approximation of the locations of facial key points with 
convolutional networks having three carefully designed 
levels [4]. There are two benefits: first, the texture context 
data over the whole face is applied to find every key 
point. Second, for the reason that networks are skilled to 
predict all of the key points simultaneously, the geometric 
constraints amongst key points are implicitly encoded. 

2021 IEEE Seventh International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, ICBSII 2021-25th-27thMar’21 ISBN: 978-0-7381-4471-9/21

208



The approach consequently can keep away from local 
minimum arising due to ambiguity and information 
corruption in difficult image samples because of 
occlusions, large pose variations and extreme lightings. 
Various network architectures are critical for precise and 
robust facial point detection. Results have been shown in 
three levels of convolutional networks: initial detection, 
tuned outcomes with the second and third levels of 
networks which improve the accuracy. Benefits are high 
performance convolutional networks. It also improves 
accuracy of modern-day methods and latest industrial 
software and additionally incredibly sturdy preliminary 
estimations. Drawback is that regionally sharing weights 
of neurons on the same map develops the performance but 
does not work well on images such as faces when globally 
sharing weights, and also is not precise under some 
exceptional poses and expressions. 

B. Tracking of Visual Object  

Tracking of visual objects refers to tracing the 
trajectory of a single object across all frames of a video 
such that we are given its location only in the first frame. 
It is one of the major tasks in Computer Vision. 

Research work by D. S. Bolme, J. R. Beveridge, B. A. 
Draper and Y. M. Lui, investigated a simpler tracking 
strategy [5]. A novel correlation filter, a Minimum Output 
Sum of Squared Error (MOSSE) filter, which creates 
robust correlation filters when initialized using a single 
frame, is introduced. By using modified ASEF, UMACF 
or MOSSE filters good performance can be obtained 
under variations in rotation, scale, lighting and partial 
occlusion. The strength of a correlation peak can be used 
to detect occlusions or tracking failure, to avoid the online 
update and to reacquire the trace if the item reappears 
with a similar form by using “Peak-to-Side” lobe ratio. 
The subsequent algorithm can be just as precise and is 
much quicker. The advanced correlation filters are as 
good as complex trackers and the filter-based tactic is 
more than 20 times faster and can process 669 frames in a 
second. The end result is that they are not particularly 
sturdy to deviations in appearance of the target and fail on 
perplexing tracking problems. 

Research by M. Danelljan, G. Häger, F. S. Khan and 
M. Felsberg, explore the problem of exact and robust 
scale approximation for visual tracking in real-time [6]. 
They have adopted the Discriminative Scale Space 
Tracker (DSST), which learns distinct correlation filters 
for unambiguous translation and scale assessment. 
Strategies are proposed to diminish the computational cost 
of tracking methods. Thus we get a larger target search 
space without compromising real time performance. The 
tracking performance is significantly improved and speed 
increases two fold. 

C. Detection of Driver’s Drowsiness 

There are two ways of detecting drowsiness; they are 
contact methods and non-contact methods. In contact 
approaches, the driver needs to wear or touch some 
physical parameter to measure level of drowsiness and on 
other hand in non-contact approaches, the driver does not 
need contact physical objects. Non-contact methods have 
lower cost and are easier. 

Research by S.-J.Jung, H.-S.Shin and W.-Y. Chung 
[7], explores ways to monitor a driver's health state by 

using embedded electrocardiogram (ECG) sensors with 
electrically conductive fabric electrodes on the steering 
wheel. The ECG signals are sampled at 100Hz from 
palms and transferred wirelessly to a remote station linked 
to a server computer in a private area network, to check 
driver‟s health condition, fatigue, and drowsiness state 
from physiological variations in biomedical signals. 
However, the pipeline was followed by a contact 
approach which may not be user-friendly and also time 
consuming. 

Research by G. Li, B.-L.Lee and W.-Y. Chung [8], is 
based on physiological signals among them directly 
related to drowsiness is brain reflected by 
Electroencephalographic (EEG) signals. A SVM-based 
posterior probabilistic model and a smart watch-based 
wearable EEG device were used. Drowsiness score is 
measured by probability value of 0 ~ 1 rather than discrete 
class labels. But the EEG channel setting and the ground 
truth used are vague and the detection accuracy is not 
stated properly. 

Research by B. Warwick, N. Symons, X. Chen and K. 
Xiong [9], proposed a wireless wearable sensor used to 
build Driver Drowsiness systems. To design a drowsiness 
system there are two phases: collection of physiological 
data using the biosensor and analysis of measured data to 
identify the crucial factors related to the drowsiness. In 
second stage, there is designing of drowsiness detection 
algorithm and mobile app to alert drowsy people. It is 
found that a driver's heart rate and breathing rate are good 
indicators of drowsiness. 

Research by M. Omidyeganeh, A. Javadtalab and S. 
Shirmohammadi [10], captures facial appearance via a 
camera. The scheme contains four stages: Face extraction 
from image, eye detection, mouth detection, alert 
generation in drowsy state. Limitation of the system is 
that since non-contact approach is used here it depends on 
factors like light, camera and so on. 

The main aims of this paper are to overcome all 
drawbacks that are mentioned above. 

III.  METHODOLOGY 

Drowsiness detection system, the entire procedure is 
carried down according to image processing which is a 
method to perform some operations on an image. Figure 1 
shows the proposed Drowsiness Detection System. 

The system flow has five steps which essentially 
comprise: 

i) Video Acquisition 

ii) Detection of Face 

iii) Detection of Eye and Mouth (alternate approach)  

iv) Assessment of State 

v) Categorization into drowsiness or non-drowsiness 
state 

Here our pipeline has these basic steps: at first video is 
captured through NIR camera then frames are converted, 
secondly face is detected, alternatively, eye and mouth 
detection, next there is state estimation and finally 
drowsiness detection. The proposed system is based on 
non-contact method, since it is low cost as compared to 
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contact scheme. The paper uses deep learning technique 
for feature expression, keeping away the manual feature 
extraction. 

 

Figure 1 :  Proposed Drowsiness Detection System 

A. Video Capturing 

The ULg multimodality drowsiness database (called 
DROZY) is used here [11]. This is  an open dataset 
intended to support research works. The images are 
collected using the NIR camera at the university of Liege , 
Belgium. This dataset contains videos of 14 different 
persons. Psychomotor vigilance tests (PVTs) were 
performed to annotate the data. Each image has a 
resolution of 512 x 424 pixels and gray scale values of 8 
bits. Ground truth values of face positions (manual and 
automatic) were also attached with this dataset. This data 
contains different subjects, but we use only drowsy and 
non drowsy conditions. As NIR cameras are used in poor-
light conditions, Our proposed work is to classify 
drowsiness condition from the low light images. 

B. Face, Eye and Mouth Detection 

Viola Jones algorithm is commonly used for face 
detection, because of its simplicity. Haar features are 
extracted here to detect landmarks like face, eye, nose, 
mouth[12]. This method is similar to convolution 
operation which can detect a feature in a given image. The 
sum of pixels that fall under white rectangle is subtracted 
from the sum of pixels within black rectangle to get 
results of each feature in a single example as mentioned in 
Eq. (1): 

∆ = 
1

n
 1 x -

1

n

n
black  1 x n

white                (1) 

Ideal Haar feature pixel intensities are 0 for white and 
1 for black. There are 3 types of features that Viola-Jones 

identified: features corresponding to edge, line and four-
rectangle as mentioned in Fig.3. 

Given the Haar features for the face, a method such as 
integral image as in Eq. (2), adaboost training as in Eq. (3) 
and finally cascade classifiers can be used. In an integral 
image the intensity at pixel (x, y) is given by sum of 
pixels above and left of (x, y). 

 i x,y =I A -I B -I(C)+I D          (2) 

In Eq. 2, where 𝑖 𝑥, 𝑦  is area to be found and I(A), 
I(B), I(C), I(D) are the integral values of each rectangle as 
shown in Fig. 4. 

Adaboost is an algorithm that isolates the best features 
amongst all these 162,336 features. A weighted 
combination of all these features determines whether a 
given window contains a face or not. It builds a strong 
classifier by using linear combination of weak classifiers. 

F x = α1 f1 x +α2 f2 x + α3 f3 x +..(to n terms)(3) 

 
Figure 2 :  Frames from the dataset 

 

Cascaded classifiers comprise stages each containing a 
strong classifier and job of each stage is to determine 
whether input contains face or no face, But it fails when 
we have side faces or looking up or down. 

Another alternative is to use “Dlib” library for face 
detection. Dlib is basically an open source platform for 
machine learning applications. Strength of this library is 
that this was developed with linear algebra and machine 
learning tools [13].  This library performs face and land 
marks detection based on HoG features and support vector 
machines. Kernelized correlation filters (KCF) can be 
incorporated with the face detection for tracking in real 
time videos. But the initial position of the face should be 
marked to track the faces in successive images. This KCF 
algorithm can be modified with Multiple Convolutional 

   

(a)   (b) 

   

(c)                (d) 

Figure 3 : Haar features (a) Edge features (b)line 

features (c) four rectangle features  (d) face 

detection features 
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Neural Networks (MC-KCF) to avoid the drawbacks of 
KCF algorithm. The MC-KCF algorithm use FHOG 
features from the faces for the initialisation [3]. 

Gx 𝑥, 𝑦 = 𝐻 𝑥 + 1, 𝑦 −  𝐻 𝑥 − 1, 𝑦   (4) 

Gy 𝑥, 𝑦 = 𝐻 𝑥, 𝑦 + 1 −  𝐻 𝑥, 𝑦 − 1   (5) 

𝐺 =  Gx
2 + Gy

2    (6) 

𝛼 = arctan  
Gx

Gy
 𝛼 𝜖 (00 , 3600)   (7) 

𝐻 𝑥, 𝑦     – Pixel values at  𝑥, 𝑦     

Gx 𝑥, 𝑦   – Horizontal gradient values at  𝑥, 𝑦     

Gy 𝑥, 𝑦   – Vertical gradient values at  𝑥, 𝑦     

TABLE 1 :  DARKNET-53 ARCHITECTURE 

 

Yolo is a deep learning algorithm for pattern 
matching. As it represents “You Only Look Once” 
(YOLO), this algorithm efficiently works in object 
detection as one stage detector [14]. In our work, Yolov3 
has been also used for face detection as its speed is more 
than 1000 times that of R-CNN and 100 times that of Fast 
R-CNN. In Yolov3, a novel architecture is used for feature 
extraction. It‟s a hybrid between that used in YOLOv2, 
Darknet-19, and residual architectures. There are 
successive 3 × 3 and 1 × 1 convolutional kernels along 
with shortcut connections. It uses Darknet-53 architecture 
which has 53 convolutional layers. It has more efficiency 
than ResNet-101 or ResNet-152, making better utilization 
of GPU as it does highest measured floating point 
operations in a second [15]. The architecture details is 
shown in Table 1. 

C. Drowsiness Detection 

Drowsiness detection is the classification process in 
the system. Many machine learning approaches are 
already developed for classification. But these approaches 
will not satisfy the goal. As the dataset collected through 
NIR camera in the vehicle environment, Image has only a 
low light illumination. Deep learning approaches will give 
good result. Many Pre trained deep networks are available 
for drowsiness detection [16]. Two types of classification 

methods can be used. i) Analyse eye and mouth region of 
interests to determine whether the eyes or mouth are 
opened or closed. ii) Analyse  the entire region of interest 
of the face . Drowsiness can be classified according to the 
emotion of the person [17]. Here we create a new training 
algorithm with modified LeNet for two classes. LeNet is 
the earliest architecture in Convolutional Neural 
Network[18]. In this work , modified approach of  LeNet 
is used because of its simplicity and performance. The 
modification is included to improve the efficiency of 
system by learning the raw face images.  CNNs are 
essential tools for deep learning and are especially suited 
for analysing image data. Architecture of CNN is 
mentioned  

a). Convolutional Layer :The Convolutional layer is 
the fundamental building block of a Convolutional 
Network. 

Local Connectivity - It is unrealistic to join neurons of 
one layer to all neurons in the previous volume, as it 
unnecessarily increasesthe number of parameters and 
computational cost. Rather, every neuron is connected to 
only a local region of the input volume. The spatial range 
of this connectivity is a hyper parameter known as 
receptive field or filter size. The connectivity range along 
the depth dimension is same as depth of the input. Thus 
connections are regional in space (along width and 
height), but to full extent along depth. 

Spatial arrangement – The hyper parameters 
controlling the size of output are depth, stride and zero-
padding. Depth is the number of filters to be used. Stride 
is the amount by which filter is slided. For stride of 1, 
filters are moved one pixel at a time. For stride of 2, filters 
move 2 pixels at a time. Thus we get smaller output 
volumes spatially. Zero padding determines the amount of 
zeros with which we pad the input around its border. This 
also gives us control over the size of the output spatially. 
The size of the output is given by (2P+W−F)/S+1, where 
P = zero padding amount, W = input size, F = receptive 
field size of neurons, S = stride. 

Parameter Sharing – While back propagation, each 
neuron computes the gradient corresponding to its 
weights. But these gradients get added along each depth 
slice and only single set of weights are updated per slice. 

Back propagation - The backward pass is also a 
convolution (with spatially-flipped filters)for a 
convolution operation (for both data and weights). 

b)  Pooling Layer : This layer gradually diminishes the 
spatial size of representation along with number of 
parameters and computational cost in the network. It 
controls over fitting. The layer operates individually on 
each depth slice of input and resizes it by MAX operation. 
Most commonly it has filters of size 2x2, stride of 2 and 
down samples each depth slice by 2 along the width and 
height. It addsno parameters since it calculates a 
permanent function of the input. Besides max pooling, 
this unit can also compute average pooling or L2-norm 
pooling. 

c)  Non-Linearity Layer : This comprises anon-linear 
activation function which maps the feature map created by 
previous convolutional layer to an activation map. It is an 
element-wise operation on the input such that dimensions 
of input and output are matching. Examples of such 
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functions are sigmoid (logistic), hyperbolic tangent, 
rectified linear units (ReLUs) etc. 

d) Fully-connected layer :These layers have complete 
connections to all activations in the previous layer, as in 
usual Neural Networks like Multi-Layer Perceptron. Their 
activations can be computed with a matrix multiplication 
followed by applying a bias offset. 

 

Figure 4:  CNN general architecture 

 

Figure 5 . Modified LeNet architecture 

IV. RESULT 

 Apart from other research works, this works need 
multiple deep learning approaches. Face detection from 
the low light images is the first objective of this work. 
Three different algorithms implemented. Viola Jones 
algorithm is very fast in execution. But it fails to detect 
side faces. Dlib based MC KCF algorithm is efficient in 
landmark detection like eye, nose, eyebrow, mouth etc.  
from the analysis, Yolo v3, Yolo v3 algorithm is better 
than viola Jones and Dlib algorithms for face detection. 
Performance of MC – KCF algorithm is in table 2. The 
classification step is performed with modified LeNet 
Architecture. Drowsy data from the university of Liege 
contains different subjects and are annotated with 
Psychomotor vigilance tests. These data were trained with 
our CNN algorithm and created a model.  

TABLE 2 . COMPARISON OF PERFORMANCES [3] 

Methods Accuracy 

MTCNN  93.2% 

DSST    85% 

KCF+CNN  93% 

MC-KCF   95% 

ROC curve is used to measure the performance of our 
system. It is a graphical plot that displays the identifying 
ability of a binary classifier system as its discrimination 
threshold is varied. 

The area under the curve in ROC curve for the 
proposed system in drowsy state is 0.97 and for non-
drowsy state is 0.95 as shown in Figure 6. 

a) Non-drowsy state b) Drowsy state 

Figure 6:  Performance of the proposed system 

TABLE 3 . PERFORMANCE ANALYSIS   

Algorithm Accuracy 

Zhang[19] 85.9% 

Picot[20] 82.1% 

Akrout[21] 90.2% 

Dricare[3] 93.6% 

Proposed Algorithm  97% 

 

V. CONCLUSION 

In this paper we demonstrated a way to determine if a 
driver is in a drowsy state, by using NIR camera. Yolov3 
was found to be better architecture for face detection than 
Viola Jones or dlib method. Modified LeNet is used for 
classification. Accuracy of the system is 97% for 20 
frames per seconds. In some cases where the face is 
occluded, for example by hand, we might get some 
erroneous detection. 

For future we could extend the analysis by making it 
more robust to illumination changes in the video frames. 
A better camera and higher could further improve the 
system performance. The algorithmic pipeline could be 
implemented on a single board computer for real time 
applications like Advanced driver-assistance systems 
(ADAS). We could also include additional modalities like 
audio channel etc. along with the video frames and use a 
multi-modal machine-learning approach to improve 
performance. 
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Abstract— Honey bee is one of the charming insect that 

utilizes a collective behavioral nature to achieve the powerful 

action. Protecting honey bees is one of the important jobs of 

every human in the world to preserve the ecological balance. 

Tracking and determining the several species of the bees over 

their life span electronically is a tedious work. Automated 

classification of species is important to preserve the various 

species of honey bees from danger. The diseases that affect the 

honey bees during their life span have to be detected 

autonomously and the spread of the diseases to other healthy 

honey bees has to be preserved. The proposed technique aims in 

classifying the several species of honey bees and identifying the 

diseases that are prone to honey bees. Convolution neural 

network with two dimensional layers are used as a classifier in 

the proposed model. Data augmentation using Synthetic 

Minority Over-sampling Technique (SMOTE) is utilized.  More 

than 5000 images of honey bees with lot of features are used for 

learning purpose. The proposed methodology attained an 

accuracy of 86% for subspecies classification and 84% for bee 

health identification. 

Keywords— Classification, Convolutional Neural Network, 

Synthetic Minority Over-sampling Technique, Beehive 

Monitoring System, Rectified Linear Unit, Visual cortex features 

I. INTRODUCTION  

Like the essentiality of bacteria in day to day life, honey 

bees in turn helps in maintaining the ecological balance and it 

is most important in ecology. If there are no honey bees, the 

pollinated plants will be exhausted within an ample period of 

time. The number of honey bees is gradually decreasing due 

to the increased effect of global warming, modern agriculture 

and various parasites attack. This in turn leads to the non 

ripening of fruits and flowers. Recently lots of advancements 

are handled to increase the sustainability of honey bees. With 

the evolution of computing technologies and electronic 

devices, the monitoring of bee hive electronically and data 

collection regarding bee health is possible.  Sensors and other 

devices are used in the field of ecoacoustics to estimate the 

unfriendly environments for bees. Forager traffic is one of the 

useful variables to supervise the availability of food, age of 

the bee colony and pesticides impact [1]. It also helps in 

evaluating the health of the honey bees [2]. This forager 

activity needs real time monitoring of bee hives, pest detection 

and other hive management issues. Rapid outbreaks in this 

forager activity may leads to sudden alteration in colony level. 

In forager activity, entering and exiting the hives of the honey 

bees are closely monitored for a certain time span then the 

related data is gathered without human monitoring. Using 

human to monitor the status of honey bee is highly complex 

though accurate. So automation system using Beehive 

Monitoring System becomes more fabulous. This system 

collects all needed data without disturbing the usual behavior 

of bees [3]. The data in the form of audio, video and hive 

temperature is gathered at constant intervals by EBM. 

 In the proposed methodology, convolutional neural 

networks is utilized to classify the species of honey bees and 

also to correctly identify the diseases that are prone to honey 

bees. For recognizing the patterns in two dimensionality 

procedure, one of the standard Machine Learning procedures 

called ConvNets is utilized. It has special network architecture 

with layers of sampling and convolution. A two layered 

Convolutional network model is used in the proposed system.  

In order to distribute the data in an equal level among all 

categories, data balancing procedure is handled. The data 

balancing procedure utilized in the proposed methodology is 

Synthetic Minority Over-sampling Technique (SMOTE). 

SMOTE uses synthetic sampling procedure to increase the 

data samples in case of minor subsets. Visual cortex features 

are used by convolutional networks for classification. Before 

inputting to the classifier, image augmentation stage is 

handled. Rectified Linear Unit (Relu) activation function is 

used in the augmenting phase. The dataset consists of over 

5000 images of worker bees from a bee hive with the attributes 

such as pollen carrying status, name of the sub species, its 

health condition along with the time and location. The species 

of the honey bees in the datasets are Russian bee, Italian bee, 

Carniolan bee, western honey bee, mixed local stock, VSH 

Italian bee and some other unknown species. The proposed 

methodology attained an accuracy of 86% for subspecies 

classification and 84% for beehealth identification.  The rest 

of the paper is sectioned as follows: Section 2 describes about 

the various related researches in the proposed area, Section 3 

identifies the detailed representation of the proposed method, 

Section 4 discussed about the training and testing results with 

accuracy and finally Section 5 concludes about the 

methodologies used in the proposed work and the accuracy 

obtained.  
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II. RELATED WORK 

The health of honey bees and the methodology to 

safeguard the species of honey bees to maintain the ecological 

balance is one of the major research fields nowadays and it is 

carried out by using the forager traffic. Electronic Beehive 

monitoring system helps in collecting the honey bee related 

data autonomously without any human intervention and 

without disturbing the ecological life span of the honey bees. 

As EBM gains more popularity the ways to improve the 

design of EBM stands first. For determining the forager traffic 

levels, by counting the images of omni directional bees, two 

algorithms are proposed in [4]. The contour detection is the 

first algorithm where image is augmented and the contour list 

with connected pixels is computed. Fewer pixel valued 

contours such as 30 are discarded. The number of final 

contours reveals the number of available bees in the pad. 

Binary pixel division of the landing pad is utilized in the 

second algorithm. Green color in the image pixels is inspected. 

If the number of green colors in the pixels is more than a 

certain threshold, then that pixels are marked as pad pixel. 

Otherwise they are labeled as bee pixel. Then the number of 

identified bee pixels is divided by 30 to determine the bees 

count in the landing pad. The number 30 depicts the average 

count of pixels that are obtained experimentally in a bee.   

Omni-directional counting of bees in Langstroth pads is 

determined by another algorithm illustrated in [5]. The overall 

performance of the algorithm is tested using situ. This is an 

accurate algorithm compared to the previous one.  Deep 

Learning is one of the major research areas and shows more 

advances in artificial intelligence day by day. It provides 

computation methods with more processing layers to train the 

system with multiple abstraction levels. This methodology 

drastically improved the research areas in speech recognition, 

handwriting recognition, object recognition, video analytics 

and several other domain areas. One of the challenging tasks 

is image classification. The various limitations that drain the 

accuracy level in image classification is the brightness and 

contrast features, scaling, angle rotation and several other 

features. Lot of algorithms had been proposed to improve the 

accuracy in image classification by utilizing lesser number of 

features. But it is very much difficult to identify the best 

solution for an application and the constant number of general 

features used. Deep Neural networks paved a way for 

improving these accuracies in a more optimized manner. 

These networks are often complex since high number of 

features are involved to represent the definite patterns in the 

images. The features are mainly generalized and robust 

enough to improve the classification accuracy. With DL 

models, a sustainable defeat in error rate is achieved 

nowadays. Yann Lecun et al in 1998 [6] proposed a model 

using convolutional neural networks called ConvNets to 

eradicate the needs of manual feature extractors. However, DL 

algorithms take the way due to the increased processing 

power, large collection of real time data and emerging new 

algorithms and techniques.  The next outbreak is AlexNet, one 

of the large deep ConvNet, yielding higher accuracy in huge 

number of visual recognition methods. AlexNet network 

composes of 5 layers, max pooling layers, fully connected 

layers up to 3 and dropout layers. The classification algortithm 

for determining the prognosis of breast cancer is done by [7]. 

The classification is made with more than 1000 categories [8]. 

With the success of AlexNet, more number of models came 

into view; one of them is ZF Net [8]. This is a novel technique 

with slight modification in intermediate layers and classifier 

operation. Mobile based classification to assist the patients is 

implemented by [9] and the same technique is preferred for 

automatic honey bee classification. Developing an IoT based 

smart farm monitoring as proposed in [10] is also studied for 

developing a IoT based bee monitoring system. Hybrid SVM 

as proposed in [11] implies a hybrid classification technique 

for determining the glioblastoma multiforme detection and the 

technique is surveyed for bee monitoring. Different data sets 

are used to improve the accuracy of the image by utilizing 

several neural network models on MNIST dataset as depicted 

in [12, 13] where the modification in algorithm diminishes the 

error rate of existing models. Various machine learning 

models is proposed in [14] for diagnosis of Alzheimer’s 

disease. Big Data is processed by a novel machine learning 

technique as proposed in [15] wherein the same processing 

could be used if the image dataset of honey bee monitoring 

grows. IoT based honey bee activity classification using deep 

learning techniques is proposed in [16] wherein the overall 

classification accuracy obtained is more than 94%. Wang et 

al. [17] developed a new deep learning undirected graph 

combined model to accurately classify the honey bee 

poisoning due to pesticides. In [18] computer vision approach 

is utilized to determine the infection level of the Varroa 

destructor mite using video recordings from a honey bee hive. 

III. PROPOSED METHODOLOGY 

This section describes the 2 layered CNN for bee 

health identification and sub species classification. The 

following steps are adopted in the proposed system as shown 

in Fig 1. 

 

Fig. 1. Flow of the proposed CNN model 

A. Data Balancing 

Data balancing is the process of distributing the data in an 

equal level for all the categories in which it has to be 

classified. The imbalanced dataset may lead to under fitting or 

over fitting issues, which in turn reduces the accuracy of the 

model. The honey bee dataset considered for classification is 

found to be imbalanced as shown in Fig 2(a) and Fig 2(b).  

 

 

Fig. 2(a). Raw dataset distribution based on subspecies 
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Fig. 2(b). Raw dataset distribution based on bee health 

In general, performance of the model and the relation 

between accuracy and loss is evaluated using the Receiver 

Operating Characteristics (ROC) curve. The class that has 

more values has to be under sampled, where as the class that 

has fewer values has to be over sampled. In our dataset, the 

Italian honey bee and healthy bee samples has to be over 

sampled and other class has to be under sampled. The 

performance purely depends on the confusion matrix that 

consists of fundamental values to derive accuracy, recall, 

precision and f1-score. Synthetic Minority Over-sampling 

TEchnique (SMOTE) is applied to increase the samples in the 

minor subsets using over sampling strategy. The SMOTE is 

chosen for balancing the dataset as most of the classes have 

less number of samples. The samples are increased by 

producing synthetic samples. The nearest neighbors are used 

to produce new samples, where the value of k is chosen in a 

random manner. The balanced datasets are obtained once 

they are processed using SMOTE algorithm available in 

imbalance package of python library. The balanced datasets 

are shown in Fig 3(a) and Fig 3(b). 

 

Fig. 3(a) Balanced dataset for subspecies 

 

Fig. 3(b) Balanced dataset distribution for bee health 

B. Image augmentation 

Transformation of images including zooming, flipping, 

rotating and shrinking can be done by image augmentation 

techniques. Augmentation can be either done before training 

or during the phase of training. Former results in data loss, 

whereas the latter reduces the loss. Here, the augmentation is 

done during training where the network is provided with two 

images as input. The input image produces another image that 

is masked with a layer, namely, augmented layer, which is 

given as input for classification model. Hence it results in two 

types of losses such as one at the augmented phase and other 

at the classification phase. Both losses are summed up 

together to compute the total loss. The Rectified Linear Unit 

(Relu) activation function is used in the augmented network. 

In addition to this, general flipping, rotating and zooming 

operations are performed before feeding the image in the 

augmented network. 

[3]. Convolution Neural Network Based Classification 

Convolutional neural networks utilize the visual cortex 

features for classification which can be termed as a special 

kind of neural networks. The image gets converted to pixel 

values represented in the form of a matrix or array via the 

RGB channels that range between 0 and 255. The pixel 

intensity is denoted by the values. Initially, the image pixels 

get through the CNN and it is scanned from left to right and 

top to bottom. The filter is identified in the first step to 

identify the convolution. The original pixel values are 

multiplied and added together to provide a single value in the 

convolution. A matrix is produced by making the filter to 

scan through all the value in an image. The ouput of first layer 

is the input to the successive layers that acts as a feedback 

mechanism. The ReLU activation function is applied in the 

nonlinear layer to dense the network. The sampling 

operations are performed using Max2D pooling followed by 

ReLU. Finally, all the layers are connected to the output layer 

that produces a vector with n dimensions. During training, the 

number of iteration is given as epochs. The weights are saved 

once tainting is completed. The validation is done using the 

test data to evaluate the performance of the model. The 

architecture of the CNN model used for classification is given 

in Fig 4. The CNN layers for sub species classification is 

shown in Fig 5(a) and Fig 5(b) respectively. The layer 1 and 

2 of the CNN obtained during bee health classification in 

shown in Fig 6(a) and Fig 6(b) respectively. 
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Fig. 4 Architecture of CNN for bee species and bee health identification 

 

D. Rectified Linear Unit (ReLU) 

In general, the output of the neurons are modeled using 

the tanh () function  as given below 

  𝑓(𝑦) = tanh(𝑦)                      (1) 

Where, tanh(𝑦) =
1

(1+𝑒−𝑥)                

                                                                                          (2) 

This method of training is termed as saturating nonlinearity 

which is less efficient than non saturating non linearity. The 

non saturating nonlinearity can be represented as 

𝑓(𝑦) = max(0, 𝑦) 

(3) 

The ReLU is designed in such a way that it resolves the non 

linearity issues. Hence, the model takes negligible amount of 

time for training. The conventional models use the general 

saturating models that increase the time complexity. Here, 

ReLU activation function is used to overcome the limitations 

of sigmoid and tangent function of traditional neural network. 

The CNN is trained using stochastic gradient descent to 

backpropagate the errors. The deep learning model makes use 

of backpropagation that has huge datasets with labels. The 

linear functions are simple to be handled by neural networks; 

hence ReLU is applied to rectify the nonlinearities of the 

model.  

[5]. Softmax Activation Function 

The deep learning model classifies the health and 

subspecies of honey bees based on logistic function, hence 

the softmax function is applied for the multi class 

classification. The probabilistic sum of softmax activation 

function represents 1. The estimates of maximum likelihood 

can be attained using the softmax along with log loss. The 

frequencies of the classes are considered to provide a better 

output that has high probability values. The main point to use 

softmax is that the probability is distributed in all the output 

nodes. There will be no improvement in the result if softmax 

is used for binary classification but on coming to multi class 

classification softmax is the best way to ensure the accuracy 

of the model. The softmax activation function can be 

represented in the mathematical form as given below 

𝑥 =
𝑒𝑦

𝑒0−𝑒𝑦                                                   

                                                                             (4) 

 

 
Fig. 5(a).  CNN layer 0 Bee Subspecies

 

 
Fig. 5(b). CNN Layer 2 Bee Subspecies 
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Fig. 6(a). CNN Layer 0 Bee Health 

 

 
Fig. 6(b). CNN layer 2 Bee health 

 

 

[6]. Dataset Description 

The dataset consists of over 5000 images of worker bees 

from a bee hive with the attributes such as pollen carrying 

status, name of the sub species, its health condition along with 

the time and location. The species of the honey bees in the 

datasets are Russian bee, Italian bee, Carniolan bee, western 

honey bee, mixed local stock, VSH Italian bee and some other 

unknown species. The location attribute has different 

locations from United States of America (USA). The health 

attribute includes healthy bees, missing queen, bee affected 

by ant, robbed hives and bees affected by varroa which is a 

beetle that affects the bee health. Fig7(a) and Fig 7(b) shows 

the sample images from the dataset based on subspecies and 

health condition respectively. The dataset is found to be 

highly unbalanced, hence split-balance mechanism is applied 

to balance the dataset, which in turn overcome the over fitting 

problem. The stratified sampling technique is applied for 

balancing the training and testing dataset. The image dataset 

is augmented using Image Data Generator class of Keras in 

python. Then, the dataset is trained using Convolution Neural 

Networks (CNN) for both bee subspecies and bee health.  

  

Fig.7 (a). Data samples of different subspecies of bees 

 
Fig. 7 (b). Data samples of healthy and unhealthy bees 

 

2021 IEEE Seventh International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, ICBSII 2021-25th-27thMar’21 ISBN: 978-0-7381-4471-9/21

218



IV. RESULT AND DISCUSSION  

The CNN with 2 layers is used to learn and validate the 

image dataset that consists of 5000 images. The data is 

balanced to reduce the overfitting and the augmentation such 

as transformation is performed on the image. The data is split 

as 75% for learning and 25% for validation. A proper 

distribution of training dataset is ensured as shown in the 

dataset distribution. The performance of the model is 

validated using false negative, true positive, false positive and 

true negative. Using the 25% of testing data, the loss and 

accuracy of the model is validated for both subspecies of bees 

and health of bees. The complexity of the CNN is provided 

with two layers using the keras framework. The size of the 

kernel is set to 3 and Rectified Linear Unit (Relu) activation 

function is applied. Hence, there is no possibility of gradient 

issues and the model has completed training with less 

computational and less time complexity. The dense layer and 

Max2D pooling is applied along with softmax activation 

function, which provides a normalized value. The categorical 

cross entropy is utilized to compute the loss and the accuracy 

did not improved after 20 epoches. The accuracy and loss 

curve for both bee subspecies and bee health is depicted in 

Fig 8(a) and Fig 8 (b) respectively. The accuracy of 

classifying the different subspecies and healthy bees is 

plotted as bar graph in Fig 9(a) and Fig 9(b) respectively for 

better visualization.  

 
Fig. 8(a). Accuracy and loss for bee subspecies 

 

 
Fig. 8(b). Accuracy and loss for bee health 

 
Fig. 9(a). Accuracy for bee subspecies 

 
Fig. 9(b). Accuracy for bee health 

 

Table I and Table II shows the detailed performance 

analysis of the model for subspecies classification and bee 

health in accordance to precision, recall and f1-score for each 

category available in the dataset. From the results, it is 

depicted that the subspecies classification attained an 

accuracy of 86% and bee health classification 84%. The 

model classified the western honey bee with 100% precision 

and recall. The Italian honey bee, Russian honey bee and 

Carniolan honey bee attained a good precision and recall 

values, whereas the model deviated for mixed local stock and 

VSH Italian honey bee, which in turn reduced the overall 

accuracy of the model. In the bee health classification part, 

the healthy bees are classified with high accuracy on 

comparison with other categories. The robbed hives are 

classified with an average accuracy. The model showed large 

deviation in the identification of hive beetles, which has to be 

improved by enhancing the features in the future work.  
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TABLE 1 PERFORMANCE MEASURES FOR SUBSPECIES CLASSIFICATION 

Subspecies Precision  Recall  f1-Score 

Unknown species 0.89 0.89 0.86 

Mixed local stock 0.46 0.93 0.62 

Carniolan honey bee  0.97 0.97 0.97 

Italian honey bee 0.97 0.82 0.89 

Russian honey bee 0.99 0.97 0.98 

VSH Italian honey bee 0.66 0.93 0.77 

Western honey bee 1 1 1 

Loss Function 0.3312 

Accuracy 0.8654 

 

TABLE 2 PERFORMANCE MEASURES FOR BEE HEALTH CLASSIFICATION 

Bee Health Precision  Recall  f1-Score 

Varroa, Small hive beetles 0.46 0.94 0.63 

Ant problems 1 0.77 0.87 

Few Varrao, hive beetles 0.25 0.01 0.01 

Robbed hive 0.81 0.82  0.81 

Missing queen 1 0.63 0.77 

Healthy 0.93 0.99 0.96 

Loss Function 0.4052 

Accuracy 0.8491 

 

CONCLUSION 

The proposed model aims in classifying the various 

species of honey bees and identify the diseases that affect the 

honey bees. The classification algorithm that is used is 2 

layered convolutional neural networks. Labeled data set with 

more than 5000 images and features are used for both training 

and validation and are tuned to increase the performance 

measures.  The performance analysis of the model for 

subspecies classification and bee health in accordance to 

precision, recall and f1-score for each category available in 

the dataset is determined. From the results, it is depicted that 

the subspecies classification attained an accuracy of 86% and 

bee health classification is 84%. The model classified the 

western honey bee with 100% precision and recall. In the bee 

health classification part, the healthy bees are classified with 

high accuracy on comparison with other categories. The 

robbed hives are classified with an average accuracy. In 

future, the number of features utilized is enhanced to improve 

the accuracy of the proposed model.  
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I. INTRODUCTION (HEADING 1) 

Glial tumours are becoming increasingly rampant in the 
present time frame. With this reality borne in mind, there is 
always a two-sided possibility of the presenting glioma being 
benign or malignant in nature which emphatically defines the 
line of treatment and moreover, the fate and future of the 
patient1. There is abundant literature regarding diagnosing 
gliomas both radiologically as well as histo- pathologically. 
However, there is a palpable paucity of possible link in 
between these two modalities availed for diagnosis1, 2. 
There are proper laid down descriptive paragraphs about 
appearances of different glial tumours on both the diagnostic 
fronts, but then again, there is sparse literature supporting 
evidence attempting to correlate the two modalities3. Apart 
from some prominent metabolites such as Choline, Creatine 
and Lipid lactate, no cut off values are yet defined for most 
of the other metabolites found within the tumour in deranged 
state. As such, taking metabolite ratios into account the 
present study is an attempt to fill in the said research gap to 
the permissible extent4. Cut off values for metabolite ratios 
as may be observed in the present study vide Magnetic 
Resonance Spectroscopy in Glial tumours may aid in grading 
of the presenting brain tumour apart from its diagnosis on the 
basis of its radiological appearance and correlation thereof 
with the Histo-pathological appearance. Therefore the aim of 
this study was to evolve the mean metabolite ratios and 
evolve mean cut off values for metabolite ratios for the 
purposes of grading of glial tumors. 

II. MATERIALS AND METHODS 

A. STUDY DESIGN 

Cross sectional hospital based observational study. 

B. STUDY SETTING 

All patients were examined on GE Brivo MRI machine 
with 1.5Tesla magnetic field strength in the Department of 
Radiodiagnosis, Jawaharlal Nehru Medical College, a 
constituent unit of Datta Meghe Institute of Medical Sciences 
(Deemed to be University), Sawangi Meghe, Wardha. 

C. STUDY PERIOD 

2 years - 12th April, 2016 to 11th April, 2018. 

D. PARTICIPANTS 

All the cases registered with Acharya Vinoba Bhave 
Rural Hospital attached to Jawaharlal Nehru Medical 
College, Sawangi, Wardha, diagnosed on histo-pathological 
findings as Glial tumours, Meningial tumours, and Tumours 
of the Sellar region were included in this present study. Out 
of theses glial tumour cases were included for this study. 

E. TUMOUR GROUPS STUDIED 

Glial tumors. 

F. SAMPLE SIZE 

The required sample size for the present study was 
calculated as under: 

 

Where, z = z-score = 1.96, p = prevalence, 

e = margin of error = 5%, N = population size. 

Accordingly, sample size availed in the present study was 
142. Out of which glial tumour cases were 54. 

Inclusion criteria :- 
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1. All patients aged 4 years and above histo-
pathologically diagnosed as Glial tumors 

 

2. All patients with MRI data of satisfactory imaging 
quality for the purpose of correlation. 

 

3. Those giving informed consent  

Exclusion criteria :- 

1. Patients aged less than 4 years of age (MR spectra 
of metabolites are difficult to distinguish between due to 
rapid metabolic changes until age of 4 years of age) 

 

2. Patients with poor quality MRI data – due to 
artefact or contamination by the unwanted metabolites or 
magnetic inhomogeneities. 

 

3. Patients with pacemakers. 

 

4. Patients with cochlear implants. 

 

5. Patients with claustrophobia. 

 

6. Patients not giving consent. 

Metabolite levels were obtained according to the 

values redeemed upon the application of respective 

imaging sequences and the individual values were used 

for calculation of the respective metabolite ratios. Mean 

metabolite ratios were calculated after getting the 

respective metabolite values from respective imaging 

sequences. Multistage logistic regression analysis was 

applied upon the respective metabolite ratios in order to 

obtain definite respective cut off point values. 

III. RESULTS 

In the present study the observations that are made out 
are as under: 

• Of the total number of 142 patients included in the 
present study the number of glial tumour cases was 54. 

LOW GRADE BRAIN TUMOURS (GR 1 & GR 2):- 
(According to WHO classification) 

It was observed that upon MRS, Choline was found to be 
elevated in all the 54 cases. However, it was seen that the 
low grade tumours showed a ‘mild’ elevation as against high 
grade tumours showed ‘severe’ elevation of Choline. 
Creatine was noted to be decreased in all the cases, to the 
extent that the low grade tumours showed ‘mild’ decrease 
whereas high grade tumours showed ‘severe’ decrease to 
total absence of the said metabolite. N– acetyl aspartate was 
seen mildly decreased in low grade tumours whereas 
severely decreased to total absence in high grade tumours. 
However, Pontine and thalamic gliomas did not show any 

notable change with respect to N– acetyl aspartate. 
Myoinositol showed a decreasing trend as the grade 
increased in as much as, low grade tumours showed higher 
levels and vice versa for high grade tumours. Lipid lactate 
peaks were present in all cases but significantly higher peaks 
were noted in high grade tumours and mild increase was 
noted in low grade tumours. Glutathione glutamate 
metabolite peaks were seen in Meningiomas, though not 
significant in differentiating between benign and malignant 
varieties of the same, and were not seen with other tumours, 
with exactly similar behavior observed with reference to 
Alanine. 

IV. DISCUSSION 

In the present study, all the high grade tumours, inclusive 
of all Glioblastoma multiformae, Gliomatosis cerebri, 
Gliosarcoma and Diffuse astrocytoma grade III, there was a 
an evident increase in Choline, maximum in the group of 
GBM, decrease in Creatine, N – acetyl aspartate, 
Myoinositol. Lipid lactate peak was also observed to be 
significantly increased to a ‘severe’ level in high grade 
tumours. Absence of Alanine and Glutathione Peaks was 
observed in all high grade tumours. These findings correlate 
with the study done byMeyerand et al5, Dawoud et al6, Law 
et al7, Bendszus et al8, Tzika et al9 , Shimizu et al10, Shokry 
et al11, Balos et al12and Poptani et al13. 

In the present study it is revealed that higher Lipid / 
lactate in tumour was more in favour of Necrosis and 
Diagnosis of high-grade Astrocytomas. This finding is 
consistent with the ones reported by Aragao et al14,Shimizu 
et al10, Darweesh et al14, and Poptani et al13,. 

Upon application of logistic regression analysis, ‘cut off 
values’ for different metabolite ratios were calculated 
towards facilitation of grading of brain tumours. The 
observed ‘cut off values’ were as follows : 

0.96 for Mi:Cr, 1.03 for Naa:Cr, Cho:LL showed it to be 
1.452, 2.15 for Cho:Cr, 2.06 for Cho:Naa, 2.04 for LL:Cr 
and 2.48 for Cho:Mi respectively. 

All of these metabolite ratios were observed to be 
statistically significant thereby yielding ‘cut off’ values 
facilitating grading purpose. However, amongst these 8 
ratios, there were 4 ratios having higher Sensitivity, 
Specificity and High accuracy, towards classifying the brain 
tumour. They were Cho:Cr, Cho:Naa, LL:Cr and Cho:Mi 
respectively. The present study makes one conclude that that 
all of these 8 metabolic ratios are useful in grading a case of 
brain tumour, however, the 4 ratios namely Cho:Cr, 
Cho:Naa, LL:Cr and Cho:Mi are observed to be of better 
relevance and utility amongst the 8 utilizable. One of the 
limitations of this study was that Limited number of 
metabolites could be studied due to limited magnetic strength 
vested with 1.5 Tesla MRS Equipment. 

TABLE I.  STATUS OF INDIVIDUAL METABOLITES WITHIN THE INTRA-
TUMORAL TISSUE IN ACCORDANCE WITH THE HISTO-PATHOLOGICAL 

DIAGNOSES 

Table Head Cho 
Cr NAA MI LL Glx/

Glu 
Ala 

Diffuse 

astrocytoma ↑ ↓ ↓ ↓ ↑ - - 

Glioblastoma 

Multiforme ↑ ↓ ↓ ↓ ↑ - - 
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Table Head Cho 
Cr NAA MI LL Glx/

Glu 
Ala 

Gliomatosis 

cerebri ↑ ↓ ↓ ↓ ↑ - - 

Gliosarcoma ↑ ↓ ↓ ↓ ↑ - - 

Low grade 

glioma ↑ ↓ ↓ ↓ ↑ - - 

Pontine 
glioma ↑ ↓ NC NC ↑ - - 

Pleomorphic 

xanthoastrocy

toma 
↑ 

↓ ↓ ↑ ↑ 
- - 

Thalamic 

glioma ↑ ↓ NC NC ↑ - - 

 

TABLE II.  STATUS OF INDIVIDUAL MEAN METABOLITE RATIOS 

WITHIN THE INTRA-TUMORAL TISSUE IN ACCORDANCE WITH THE HISTO-
PATHOLOGICAL DIAGNOSES 

TABLE 

HEAD 
CHO

:CR 

CHO:
NAA 

CHO

:MI 
MI:
CR 

LL:
CR 

NAA:
CHO 

CHO

:CR 

NA

A:C
R 

Gliomato

sis 
cerebri 

4.18 3.87 5.82 0.5

4 

3.54 0.76 2.51 0.69 

Gliosarc

oma 

5.62 5.11 4.78 0.6

1 

4.31 0.71 2.97 0.71 

Glioblast

oma 

Multifor
me 

4.22 4.88 4.58 0.2

9 

1.68 0.65 2.31 0.58 

Diffuse 

astrocyto
ma 

2.19 2.76 3.22 0.8

5 

2.88 0.98 0.98 0.83 

Pleomor

phic 

xanthoas

trocytom

a  

1.37 1.76 1.87 0.8

9 

1.79 1.28 1.38 0.92 

Pontine 
glioma 

1.87 1.76 2.01 1.0
1 

1.76 0.87 1.29 1.46 

Low 

grade 
glioma 

1.52 1.87 2.11 1.2

2 

1.77 1.21 1.15 1.28 

Thalamic 

glioma 

1.67 1.49 1.81 0.9

8 

1.72 1.28 1.31 1.18 

In regard to the Metabolite ratios, the following ratios were calculated and analyzed –  

Choline : Creatine 

Choline :N Acetyl aspartate  

N- Acetyl aspartate :Creatine, 

Myoinositol :Creatine,  

Choline :Myoinositol, 

Lipid Lactate :Myoinositol, 

N-Acetyl Aspartate :Myoinositol,  

Choline :Lipid Lactate 

N-Acetyle Aspartate :Choline,  

Lipid Lactate :Creatine 

Lipid Lactate :N-Acetle Asparatate. 

TABLE III.  OVERALL MEAN METABOLITE RATIOS UPON MAGNETIC 

RESONANCE SPECTROSCOPY IMAGING SEQUENCE (N=54) 

PARAMETER  
(N=54) 

MEAN 
  

SD MIN-MAX 

Choline: 
Creatine cerebri 

2.86 1.70 0.97-6.19 

Choline : N 

acetyl aspartate 

2.58 1.67 0.091-6.57 

N-acetyl 
aspartate 

:creatine 

1.61 8.48 0.36-102 

PARAMETER  
(N=54) 

MEAN 
  

SD MIN-MAX 

Myoinositol : 

creatine 

0.89 0 .336 0.23-1.54 

Choline 
:myoinositol 

2.91 1.72 1.11-6.83 

Lipid lactate 

:myoinositol 

3.03 1.71 1.12-6.64 

N-acetyl 
aspartate 

:myoinositol 

1.31 0 .409 0.71-2.01 

Choline : lipid 

lactate 

1.20 0.45 0.16-1.98 

N-acetyl 

aspartate : 

choline 

1.19 1.29 0.14-1.54 

Lipid lactate : 
Creatine 

1.98 0.972 0.92-3.41 

Lipid lactate : N 

acetyl aspartate 

2.01 0.387 1.12-3.21 

The mean metabolite ratio for Cho: Cr was 2.86, for 

Cho:NAA it was 2.58, for NAA:Cr it was 1.61, for Mi:Cr it 

was 0.89. For Cho:Mi it came out to be 2.91, it was 3.03 for 

LL:Mi. It was observed to be 1.31 for NAA:Mi. and for 

NAA:cho it was 1.19, for LL:Cho it was 1.98 and for LL: 

NAA, it was 2.01. 

TABLE IV.  TUMOUR DIFFERENTIATION-(LOW GRADE/ HIGH 

GRADE) USING LOGISTIC REGRESSION APPLICABLE TO 

CHARTING OUT CUT OFF VALUES FOR DIAGNOSTIC PURPOSE : 
MRS 

 

Metabolite 

ratio 

Cutpoint  
Sensitivity 

Specificity Correctly 

classified 

LR+ LR- 

Mi:Cr ( >= 

0.96 ) 

80.85% 72.63% 75.35% 2.9542 0.2636 

NAA:Cr ( >= 

1.03 ) 

80.85% 81.05% 75.35% 2.9542 0.2636 

Cho:LL ( >= 

1.452 ) 

74.47% 74.74% 74.65% 2.9477 0.3416 

NAA:Cho ( >= 

1.277 ) 

80.00% 83.80% 83.80% 4.5745 0.1064 

Cho:Cr ( >= 

2.15 ) 

92.98% 92.96% 92.96% 13.1725 0.0755 

Cho:NAA ( >= 

2.06 ) 

94.74% 94.12% 94.37% 16.1053 0.0559 

LL:Cr ( >= 

2.04 ) 

92.98% 91.76% 92.25% 11.2907 0.0765 

Cho:Mi ( >= 

2.48 ) 

98.25% 98.82% 98.59% 83.5090 0.0178 

 

Fig. 1. Example of a figure caption. (figure caption) 

V. CONCLUSION 

In the present study the metabolite ratios were calculated 

after obtaining individual metabolite counts upon MRS. Cut 

off values have been identified in respect of significant 

metabolite ratios in terms of higher sensitivity, specificity 
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and accuracy (more than 90%) in differentiating low grade 

from high grade tumors. The research gap analysis towards 

which research question was framed stands filled up by the 

generated new knowledge in terms of ‘Significant 

Metabolite Ratios’ with identified cut off / demarcating 

values for gradation of Glial Tumors into Low Grade / High 

Grade tumors. 

Chart 1: Multistage logistic regression analysis of Naa: Cr 

metabolite ratio: - 

 

TABLE V.  DETAILED REPORT OF CUT POINT, SENSITIVITY, 
SPECIFICITY AND ACCURACY FOR NAA:CR 

CUTPOINT SENSITIVITY SPECIFICITY CORRECTLY 

CLASSIFIED 

(ACCURACY) 

LR+ LR- 

(>=0.96)
  

80.85%  72.63%  75.35%  2.9542
 
0.2636 

0.2636 

TABLE VI.  DETAILED REPORT OF ROC CURVE ANALYSIS FOR NAACR 

ROC curve  -- Binomial Exact - 

Obs Area Std. 

Err 

[95% Conf. Interval] 

142 0.8386 0.0325 0.76694 0.89447 

Chart 2: Multistage logistic regression analysis of Mi: Cr 
metabolite ratio:- 

 

TABLE VII.  DETAILED REPORT OF CUT POINT, SENSITIVITY, 
SPECIFICITY AND ACCURACY FOR MI:CR 

 

Cutpoint Sensitivity Specificity Correctly 

classified 

(Accuracy) 

LR+ LR- 

( >= 

1.03 ) 

80.85% 81.05% 80.99% 4.2671 0.2363 

TABLE VIII.  DETAILED REPORT OF ROC CURVE ANALYSIS 

FOR MI:CR 

ROC curve  -- Binomial Exact -- 

 

Obs 

 

Area 

 

Std. 

Err 

 

[95% Conf. Interval] 

142 0.8614 0.0302 0.79089 0.91180 

Chart 3: Multistage logistic regression analysis of Cho: 

LL metabolite ratio: - 

 

 

TABLE IX.  DETAILED REPORT OF CUT POINT, SENSITIVITY, 
SPECIFICITY AND ACCURACY FOR CHO: LL 

 

Cut point Sensitivity Specificity Correctly 

classified 

(Accuracy) 

LR+ LR- 

( >= 1.452 ) 74.47% 74.74% 74.65% 2.9477 0.3416 

TABLE X.  DETAILED REPORT OF ROC CURVE ANALYSIS FOR CHO: LL 

ROC curve  -- Binomial Exact -- 

Obs Area Std. 

Err 

[95% Conf. Interval] 

142 0.8151 0.0355 0.74334 0.87677 

Chart 4 : Multistage logistic regression analysis of 

NAA:Cho metabolite ratio :- 
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TABLE XI (A) - DETAILED REPORT OF CUTPOINT, SENSITIVITY, SPECIFICITY 

AND ACCURACY FOR NAA:CHO 

 

TABLE XI (B) - DETAILED REPORT OF ROC CURVE ANALYSIS FOR 

NAA:CHO 

Chart 5 : Multistage logistic regression analysis of Cho: Cr 

metabolite ratio :- 

 

TABLE XII(A) - DETAILED REPORT OF CUTPOINT, SENSITIVITY, 
SPECIFICITY AND ACCURACY FOR CHO: CR 

 

Cutpoint Sensitivity Specificity Correctly 

classified 

(Accurac

y) 

LR+ LR- 

( >= 2.15 ) 92.98% 92.94% 92.96% 13.1725 0.0755 

TABLE XII(B) - DETAILED REPORT OF ROC CURVE ANALYSIS FOR CHO: 

CR 

 

 

 

TABLE XIII(A) - DETAILED REPORT OF CUTPOINT, SENSITIVITY, 
SPECIFICITY AND ACCURACY FOR CHO: NAA 

 

TABLE XIII(B) - DETAILED REPORT OF ROC CURVE ANALYSIS FOR CHO: 

NAA 

CHART 7 : MULTISTAGE LOGISTIC REGRESSION ANALYSIS OF LL:CR 

METABOLITE RATIO 

 

 

 

 

 

 

 

 

 

 

TABLE XIII (A) - DETAILED REPORT OF CUTPOINT, SENSITIVITY, 

SPECIFICITY AND ACCURACY FOR LL:CR 

 

Cutpoint Sensitivity Specificity Correctly 

classified 

(Accuracy) 

LR+ LR- 

( >= 2.04 ) 92.98% 91.76% 92.25% 11.2907 0.0765 
TABLE XIII(B) - DETAILED REPORT OF ROC CURVE ANALYSIS FOR 

LL:CR 

 

CHART 8 : MULTISTAGE LOGISTIC REGRESSION ANALYSIS OF CHO: 

MI METABOLITE RATIO :- 

 

 

 

 

 

 

 

 

 

 

Cutpoint Sensitivity Specificity 
Correctly 
classified 
(Accuracy) 

LR+ LR- 

( >= 1.277) 91.49% 80.00% 83.80% 4.5745 0.1064 

ROC curve  -- Binomial Exact -- 

Obs Area Std. Err [95% Conf. Interval] 

142 0.8952 0.0260 0.83176  0.93966 

ROC curve  -- Binomial Exact -- 

Obs Area Std. 

Err 

[95% Conf. Interval] 

142 0.9701 0.0165 0.92945 0.99227 

Cutpoint Sensitivity Specificity Correctly 

classifie

d 

(Accura

cy) 

LR+ LR- 

( >= 2.06 ) 94.74% 94.12% 94.37% 16.1053 0.0559 

ROC curve  -- Binomial Exact -- 

Obs Area Std. Err [95% Conf. Interval] 

142 0.9746 0.0164 0.92945 0.99227 

ROC curve  -- Binomial Exact -- 

Ob

s 

Area Std. Err [95% Conf. Interval] 

14

2 

0.969

0 

0.0172 0.92945 0.99227 

0.0
0 
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TABLE XIV(A) - DETAILED REPORT OF CUT POINT, SENSITIVITY, 
SPECIFICITY AND ACCURACY FOR CHO: MI 

 
TABLE XIV(B) - DETAILED REPORT OF ROC CURVE ANALYSIS FOR CHO: 

MI 

 

REFERENCES 

[1] Novelize, Robert. Squire's Fundamentals of Radiology. Harvard 
University Press. 5th edition. 1997. ISBN 0-674-83339-2 p. 1. 

[2] Hoeffner EG, Mukherji SK, Srinivasan A, Quint DJ. Neuroradiology 
back to the future: brain imaging. AJNR. 2012;33(1):5-11. 

[3] Kieffer SA, Brace JR. Intracranial neoplasm. In: Haaga JR, Dogra 
VS, Forsting M, Gilkeson RC, Ha HK, Sundram M, editors. CT and 
MRI of the whole body, 5th ed. Philadelphia: Mosby Elsevier; 2009. 
Vol 1. pp. 49-144. 

[4] Kaddah RO, Khalil ME. Malignant focal brain lesions. Value of MRS 
tumour biomarkers in preoperative prediction of grades of 
malignancy. The Egyptian Journal of Radiology and Nuclear 
Medicine. 2014 DEC; 45(4): 1201–1208. 

[5] Meyerand   ME, Pipas   JM, Mamourian    A, Tosteson    TD, Dunn    
JF. Classification of biopsy-confirmed brain tumors using single-
voxel MR spectroscopy. AJNR Am J Neuroradiol. 1999 
Jan;20(1):117-23. 

[6] Dawoud MAE, Sherif MF, Eltomey MA. Apparent diffusion 
coefficient and Magnetic resonance spectroscopy in grading of 

malignant brain neoplasms. The Egyptian Journal of Radiology and 
Nuclear Medicine. 2014 Dec; 45(4), 1215–1222. 

[7] Law     M, Yang     S, Wang     H, Babb     JS, Johnson     G, Cha      
S, et      al. Glioma grading: sensitivity, specificity,and predictive 
values of perfusion MR imaging 

[8] and proton MRspectroscopic imaging compared with conventional 
MR imaging. AJNR Am J Neuroradiol. 2003 Nov-Dec;24(10): 1989-
98. 

[9] Bendszus M, Warmuth-Metz M, Klein R, Burger R, Schichor C, 
Tonn JC, et al. MR spectroscopy in gliomatosis cerebri. AJNR Am J 
Neuroradiol. 2000 Feb;21(2):375-80. 

[10] Tzika AA, Vajapeyam S, Barnes PD. Multivoxel proton MR 
spectroscopy and hemodynamic MR imaging of childhood brain 
tumors: preliminary observations. AJNR Am J Neuroradiol. 1997 
Feb;18(2):203-18. 

[11] Shimizu     H,     Kumabe     T, Tominaga     T, Kayama     T, Hara     
K, Ono     Y et al. Noninvasive evaluation of malignancy of brain
 tumors with proton MR spectroscopy. AJNR Am J Neuroradiol. 
1996 Apr;17(4):737-47 

[12] Shokry A. MRS of brain tumors: Diagrammatic representations and 
diagnostic approach. The Egyptian Journal of Radiology and Nuclear 
Medicine. 2012 Dec;43(4):603-612. 

[13] Balos DR, Gavrilović S, Lavrnić S, Vasić B, Macvanski M, 
Damjanović D, et al. Proton magnetic resonance   spectroscopy   and   
apparent   diffusion   coefficient in evaluation of solid brain lesions. 
Vojnosanit Pregl. 2013 Jul;70(7) :637-44. 

[14] Poptani H, Gupta RK, Jain VK, Roy R, Pandey R. Cystic intracranial 
mass lesions: possible role of in vivo MR spectroscopy in its 
differential diagnosis. Magn Reson Imaging. 1995;13(7):1019-29. 

[15] De Fatima Vasco Aragao M, Law M, Batista de Almeida D, 
Fatterpekar G, Delman B, Bader AS, et al. Comparison of Perfusion, 
Diffusion, and MR Spectroscopy between Low-Grade Enhancing 
Pilocytic Astrocytomas and High Grade Astrocytomas. AJNR. 2014 
Aug;35(8):1495-502. 

[16] Darweesh AN, Badawy ME, Hamesa M, Saber N. Magnetic 
resonance spectroscopy and diffusion imaging in the evaluation of 
neoplastic brain lesions. The Egyptian Journal of Radiology and 
Nuclear Medicine . 2014 Jun;45 (2): 485–493 

 

 

Cut point Sensitivity Specificity Correctly 

classified 

(Accuracy) 

LR+ LR- 

( >= 2.48 ) 98.25% 98.82% 98.59% 83.5090 0.0178 

ROC curve  -- Binomial Exact -- 

Obs Area Std. Err [95% Conf. Interval] 

142 0.9866 0.0134 0.95005 0.99829 
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Abstract— Even though a number of sensory organs are 

existing, eye plays a necessary role in the sensory system; 

which converts the incident light into meaningful visual 

information. If any abnormality arises in eye, then the whole 

sensory system gets stressed. The disease in eye is due to injury, 

infection and ageing and the untreated eye disease will lead to 

vision loss. The proposed research aims to propose a 

Computer-Aided-Procedure (CAP) to extract the blood-vessel 

section from Digital-Fundus-Image (DFI). In order to 

accomplish this task, a Multi-Scale-Matched-Filter (MSMF) is 

designed using the Slime-Mould-Optimization algorithm. In 

this work, the necessary test images are collected from the 

benchmark DRIVE and CHASE_DB1 dataset. After extracting 

the blood-vessel using the MSMF, an examination among 

extracted vessel and the Ground-Truth (GT) image is executed 

and the Image–Performance-Values are separately computed 

for each database. The attained result with this CAP confirms 

that the attained Jaccard, Dice and Accuracy of proposed 

approach is better compared to similar existing approaches in 

the literature. 

Keywords—Fundus image, Blood-vessel, Slime-Mould-

Optimization, Multi-Scale-Matched-Filter, Validation. 

I. INTRODUCTION  

The role of the sensory organs is to collect different 
information from the body parts and convey the collected 
information to the brain for further action. During this 
process, the brain will evaluate the sensory information 
based on the priority and takes the necessary action to 
complete the task based on the decision arrived after 
processing the sensory information [1-3]. Eye is one of the 
chief units and in this scheme eye disorder will severely 
influence the sensory part. 

In humans, the eye abnormality happens due to; (i) 
Injury, (ii) Chronic disease and (iii) Aging [4-8]. The eye 
abnormality due to aging is one of the key causes and hence 
a scheduled medical check up is recommended for the 
elderly people. Normally, the eye abnormality will be screen 
by an experienced ophthalmologist and during this screening 
process, the complete eye sections are recorded using a 
special imaging unit called the fundus-camera and the 
attained RGB scale image from this process is called the 
fundus-image. 

Screening of the eye section to detect the abnormality is 
one of the commonly recommended medical practice and 
after the recording the essential image, the retinal section is 
examined by the ophthalmologist and also using the 
Computer-Aided-Procedure (CAP). The early detection will 

help to cure the disease with appropriate treatment 
procedures. Usually, the image processing assisted 
procedures are implemented to examine optic-disc, optic-
cup, cup/disc ratio, macula and blood-vessel for various 
retinal disease assessments [4-10]. The proposed research 
aims to develop a CAP to extract the blood-vessel from the 
fundus image with better segmentation performance.  
Extraction and evaluation of this section is essential to detect 
the change/infection in blood vessels for the disease 
assessment and treatment implementation. 

Extraction and assessment of the blood-vessel from 
retinal image is one of the vital research domains and a 
considerable number of research works are proposed and 
implemented by the researchers with a variety of techniques. 
Multi-Scale-Matched-Filter (MSMF) is one of the recent 
technique helps to extract the blood-vessel section with 
improved performance. In this work, a MSMF is applied to 
extract the retinal vessel from the considered test picture. 
The performance of the MSMF is enhanced my including the 
Slime-Mould-Optimization (SMO) algorithm. The developed 
CAP consist different pre-processing stages, such as resizing 
(to get uniform image dimension of 512x512x3 pixels), 
green-channel extraction, contrast enhancement, 
morphological operation, MSMF implementation and 
comparison of the extracted blood-vessel with GT. 

The performance of the MSMF implemented to mine the 
blood-vessel is enhanced with the SMO algorithm and this 
technique helps to mine the blood-vessel sector with 
improved correctness. After the extraction, a comparison is 
performed along with the Ground-Truth (GT) pictures and 
the important performance values are computed.  

The developed CAP is tested and validated using the 
benchmark images of DRIVE (40 images) [11,12] and 
CHASE_DB1 (28 images) [13,14] and the proposed scheme 
is separately implemented for each case and the average 
result is considered to validate the performance. Every test 
image is initially resized into 512x512x3 pixels and for the 
assessment only the green channel section of the RGB alone 
examined and the results are validated. The experimental 
outcome of this research confirms that the proposed CAP 
works well on both the datasets and provides an improved 
outcome. 

The remaining sections are allocated as follows; Section 
2 presents the earlier research works, Section 3 shows the 
methodology, Section 4 and 5 presents experimental 
outcome and conclusion of this research. 
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II. RELATED RESEARCH 

Medical image examination is one of the key research 
domains with a grater clinical importance and hence a 
number of works are proposed to examine a class of images 
with varied image modalities and disease cases using the 
benchmark as well as the real clinical images. Further, the 
assessment of the grayscale images are quite simple 
compared to the RGB scale images and hence a perfectly 
developed CAP is essential to examine the RGB scale 
images recorded using a chosen modality. 

Retinal disease assessment using the fundus-picture is 
one of the proven research domain in which the evaluation of 
a variety of retinal section is discussed with the aid of the 
fundus-picture. Blood-vessel extraction from retinal-picture 
is widely addressed in the literature, since the change in the 
blood vessel section will help to predict different vital 
information related to the eye [15-18]. 

In the earlier work, traditional and heuristic algorithm 
supported blood-vessel extraction is widely discussed by the 
researchers; in which the prime task is to employ a semi-
automated/automated system to extract the vessel region 
with recommended accuracy. 

In the proposed work, a multi-scale matched filter is 
implemented to extract the vessel section from the pre-
processed fundus-picture. The proposed work is based on the 
earlier scheme by Sreejini and Govindan [4], who 
implemented a Particle-Swarm-Optimization based MSMF 
(PSO-MSMF) to extract the retinal vessels from the DRIVE 
database. The other work by Keerthana et al. [5] 
implemented a Firefly-Algorithm technique to achieve the 
same. Along with the above approaches, few more research 
are also implemented the customary MSMF to extract the 
vessel section using a chosen imaging scheme.  

Every other technique implemented in the literature 
implements; a traditional segmentation, image masks based 
vessel extraction and filter based techniques and in every 
system; the key task is the extraction of the vessel with an 
appropriate practice.  

The earlier work related to the blood vessel extraction 
from the fundus image is clearly depicted and in this work, 
the average result attained with the SMA-MSMF is 
compared and validated with the result of other procedures 
ad based on this comparison the performance of the proposed 
CAP is confirmed.  

III. METHODOLOGY 

The aim of this work is to develop an automated blood-
vessel mining methodology for the RGB scale retinal 
pictures.  The proposed CAP consist different pre-processing 
and post-processing schemes and the essential stages existing 
is depicted in Figure 1. 

Initially the collected trial pictures are resized to 
512x512x3 pixels and these images are then considered for 
the experiment. From the RGB scale image, the green-
channel section is separated and evaluated. Initially, the 
contrast of the image is improved and then the 
morphological enhancement also implemented to improve 
the visibility of blood-vessel in the chosen trial picture 
segment. Later, SMA based MSMF is then implemented to 
trace and extract the blood sections and finally the extracted 
fragment is compared with GT to validate the performance 

of the executed scheme based on the computed performance 
values.  

 

Fig.1. Scheme of the Computer-Aided-Procedure to extract the blood-vessel 
from fundus image 

A. Image Database 

The choice of appropriate image database is essential to 
confirm the performance of the proposed CAP tool. In this 
research , the extraction of the blood-vessel is adopted as the 
prime task and to confirm the merit of the implemented 
scheme, the benchmark fundus pictures are considered form 
the  DRIVE [11,12] and CHASE_DB1 [13,14] databases and 
the sample pictures and the information are presented in 
Figure 2, Figure 3 and Table 1 respectively. 

In both the dataset, every image is associated with the 
binary form of the Ground-Truth (GT) image in which the 
vessel section is with a value of binary 1 and the background 
is with a value of binary 0. The other information on these 
databases can be found in the earlier works [19-21]. 

 

Fig.2. Sample trial picture and GT of DRIVE database 
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Fig.3. Sample trial picture and GT of CHASE_DB1 database 

TABLE I.  RETINAL IMAGE DATABASE INFORMATION 

Database Dimension Modified size Total images 

DRIVE 565x584x3 512x512x3 40 

CHASE_DB1 999x960x3 512x512x3 28 

 

B. Image Pre-processing 

In automated image examination, the essential pre-
processing is necessary to enhance/modify the test picture 
based on the need. In this work, the implemented pre-
processing involves; (i) Green-channel slice separation, (ii) 
Contrast enrichment, and (iii) Morphology supported blood-
vessel pixel improvement. All these approaches are 
implemented to improve the essential section from the retinal 
picture and after the pre-processing; the proposed MSMF is 
implemented to extract the vessel section. The complete 
information regarding the pre-processing can be found in 
[22]. 

C. Multi Scale Matched Filter 

The conventional matched-filter (MF) is a general pattern 
matching practice to perform the blood vessel extraction. The 
different operations involved in this practice are as follows; 

Let a fundus-image is having a dimension of H, W and 
the value of the Gaussian MF can be represented as; 

2/LW  ;
2S2

2H
exp)W,H(k 













 
   (1) 

where k=kernel, S=scale value and L=length. 

In Eqn. (1), )W,H(k denotes the rotation in varied angles 

to detect the vessel value. The proposed work implemented a 
rotation of 15

o
 using an appropriate kernel value as below; 

 12
15

o180
 (k) Kernel     (2) 

Other essential information regarding the employed 
MSMF can be found in the earlier works [4,5]. 

D. Slime Mould Algorithm 

Recently, more numbers of heuristic/evolutionary 
methods are proposed to solve a variety of optimization 
works and the SMA is one of the recent approach invented in 
2020 [23]. The concept and the implementation of SMA is 

simple and in which the mathematical model for the Slime-
Mould searching the food is adopted to find the best solution 
for the chosen task. This method is gaining the popularity in 
recent days, since the merit of this approach is its exploration 
capacity and lesser number of parameters to be assigned. In 
this work, the algorithm values to be assigned is less, such as 
agent size, search dimension, upper/lower search bound, 
exploration tactic,  and terminating criteria. Figure 4 depicts 
the exploration of the Slime-Mould in a 2D search space and 
similar methodology will be implemented for other search 
space. Essential information regarding the SMO can be 
accessed from [24,25]. 

 

Fig.4. Structure of artificial Slime-Mould searching the food 

In this work, the initial algorithm constraints are allocated 
as; agent dimension=25, search dimension = the size of filter, 
upper-bound=255, lower-bound=0, number of 
iterations=5000 and stopping criteria = maximal iteration.  

E. Validation 

The performance of the proposed CAP using the SMA-
MSMF is to be validated to confirm its clinical significance. 
In this work, the proposed technique mines the essential 
blood-vessel section in binary form. After the extraction, the 
binary vessel image is compared against the GT available in 
the database and this comparison helps to achieve the 
performance values. In this work, the values, such as 
Accuracy, Sensitivity, Specificity, and F1-Score are 
separately computed for DRIVE and CHASE_DB1 dataset 
and the average value is then considered for the validation of 
the SMA-MSMF with other available methods in the 
literature.   

F. Implementation 

The implementation of the proposed SMA-MSMF is as 
follows; 

Step 1: Collect and resize the retinal images into the 
prescribed dimension 

Step 2: Enhance the contrast and improve the blood vessel 
section using the morphological approach 

Step 3: Assign the optimal values for the SMA and execute 
the SMA-MSMF technique to extract the blood-vessel 

Step 4 Execute the comparison among blood-vessel region 
and GT and compute essential performance values 

Step 5: Compare the attained result with the existing results 
in the literature and confirm the significance of proposed 
CAP. 
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IV. RESULT AND DICUSSION 

This part of the research presents the experimental results 
attained with the proposed procedure using the MATLAB 
software.  

Initially, proposed work is executed using the DRIVE 
database and the pre-processing and attained result for a test 
image case is clearly depicted in Figure 5 and 6 respectively.  
Fig. 5(a) to (c) shows the various channel images collected 
from the RGB scale trial picture. The visibility of the blood-
vessel is good in green-channel compared to the alternatives 
and hence, in the proposed work; only the green-channel is 
considered for the assessment.  

 
Fig.5. Separated R, G, and B section from RGB image  

 

Fig.6. Results attained with proposed CAP scheme  

(a) Trial picture, (b) Green-channel picture, (c) Morphological improvement, 
(d) Enhanced vessel, (e) Traced vessel and (f) Extracted region with SMA-
MSMF 

Figure 6 depicts the experimental outcome attained with 
this study.  Fig 6(a) shows the trial image, Fig 6(b)-(d) 
denotes the extracted green-channel picture, morphological 
enhancement and enhanced image respectively. Fig 6(e) 
depicts the traces made by SMA-MSMF and Fig 6(f) 
presents the extracted blood-vessel section.  After the 
extraction, a study with the GT is performed separately for 
DRIVE and CHASE_DB1 images and the average values of 
the performance measures are recorded. The attained values 
are then compared and confirmed against the similar 
approaches existing in the earlier research work and these 
results are presented in Table II and Table III respectively 
and based on this comparison, the merit of the proposed 
technique is confirmed. From these table results, it can be 
noted that the performance values existing in earlier 
technique are lesser compared to proposed technique. 

TABLE II.  PERFORMANCE VALUES FOR THE DRIVE DATASET 

Method 
Accuracy 

(%) 
Sensitivity 

(%) 
Specificity 

(%) 
F1-Score 

(%) 

Sreejini and 
Govindan [4] 

96.33 71.32 98.66 - 

Keerthana et al. 
[5] 

87.19 79.16 98.03 - 

Tamim et al. [3] 96.07 75.42 98.43 74.75 

Khowaja et al. 
[19] 

94.10 74.37 95.96 68.77 

Fu et al. [20] 94.12 74.44 96.00 68.84 

Proposed 97.15 83.53 98.74 82.28 

TABLE III.  PERFORMANCE VALUES FOR CHASE_DB1 DATASET 

Method 
Accuracy 

(%) 
Sensitivity 

(%) 
Specificity 

(%) 
F1-Score 

(%) 

Tamim et al. [3] 96.32 78.06 98.25 77.17 

Khowaja et al. 
[19] 

94.83 71.55 97.46 72.24 

Fu et al. [20] 93.36 74.02 94.79 61.87 

Sundram et al. 
[21] 

95.01 71.05 .96.01 - 

Proposed 97.16 82.86 98.61 81,67 

 

These tables confirms that the SMA-MSMF technique 
helps to achieve a better result on considered image dataset 
compared to the existing methods, Further, the result 
available in [26] confirms that, this technique helps to get a 
better values of the F1-Score for CHASE_DB1 compared to 
the Convolutional-Neural-Network (CNN) segmentation 
results. This confirms that the proposed scheme is very 
significant in evaluating the funds retinal pictures. 

The result of the proposed technique confirms the 
significance of the proposed technique. In future, the 
performance of the proposed scheme can be enhanced by 
employing the Red-Fox-Algorithm proposed in 2021 [27]. 

V. CONCLUSION 

Examination of the eye is essential to identify the disease 
and damage in the eye parts and fundus image supported 
diagnosis is one of the recommended techniques. In this 
work, assessment of the blood-vessel is considered for the 
study and a MSMF is implemented using the SMO 
algorithm. He proposed technique is an automated 
methodology and extracts the vessel segment with better 
accuracy. For the examination, only the green-channel 
section of the RGB image is considered and the image pre-
processing such as, contrast improvement and morphology 
based vessel enrichment is initially execute. Later, the 
proposed SMO-MSMF is executed to extract the vessel 
section of the considered test image. The average result 
attained for DRIVE and CHASE_DB1 dataset confirms that, 
reposed approach helped to extract the vessel with enhanced 
result compared to the existing related methods. Further, the 
F1-Score achieved by the proposed technique is superior 
compared to the CNN segmentation outcome available in the 
literature. This confirms that, proposed approach is clinically 
significant.  
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Abstract--Coronavirus-Covid19 disease causes a 

respiratory infection in humans.Covid19 was first 

identified during December 2019 in Wuhan city of china. 

They are not a new concept for the medical unit around 

the globe. The virus can spread from person to person 

among those in close contact. To control the spreading of 

Covid19 early detection and diagnosis are important 

factors. It is necessary to have a standard dataset for the 

researcher for early detection and diagnosis of Covid19.  

The lack of datasets for Covid19 especially in chest X-

rays images and CT images is the main motivation for 

the research work. In this paper, the main idea is to 

create a CT Covid19 - images for the research challenges 

in the identification of Covid19. The proposed dataset is 

named as “SITCOV” and the number of images 

collected in this dataset is 73 subjects CT Covid19 

images. The features of the proposed datasets are the 

standard size and equal contrast enhanced images. 

Keyword: SITCOV, Covid19 dataset, Covid19 CT 

Images. 

I. INTRODUCTION 

Biomedical imaging is a powerful tool for 

visualizing the internal organs of the body and its 

diseases. Image modalities used in biomedical 

imaging are X-ray, computed tomography (CT), 

magnetic resonance imaging (MRI) and functional 

MRI, positron emission tomography (PET) and high-

resolution research tomography PET, single photon 

emission computed tomography (SPECT), and so on 

[1-5]. Medical imaging has shown significant 

advancements and many new imaging modalities have 

been developed in the due course of time. Biomedical 

imaging techniques have their prominent role both in 

diagnostic and therapeutic arenas. These techniques 

had significantly helped to improve the health care of 

patients. Image guided therapy has drastically reduced 

the high risk of human errors with improved accuracy 

in disease detection and surgical procedures. 

Coronavirus which is commonly called as 

Covid-19. The first transmission was observed or the 

origin of corona virus was in Wuhan, china on 

December 2019 [6].They harm the human respiratory 

system and the initial symptoms of the coronavirus 

disease can be developed from 4 to 14 days. There are 

seven types of coronavirus and which includes: Alpha 

coronavirus (229E, NL63), Beta corona virus (OC43, 

HKU1, MERS-COV, SARS-COV) and finally the 

novel corona virus (SARS-COV2). Severe acute 

respiratory syndrome coronavirus 2(SARS-COV2) is 

a latest strain that causes the Covid19 disease. 

Coronavirus are a large family of viruses that cause 

illness, ranging from the common cold to more severe 

disease. 

In March 2020, the world health organization 

(WHO) declared the Covid19 as epidemic [7]. 

Covid19 is a new course of large number of deaths 

across the world. As of now, no proper drug or 

vaccine has been developed for treatment of this 

disease. However, clinical trials and research is being 

carried on for the development of vaccine. 

Coronavirus 2019(Covid19) was initially 

transmitted from birds to animals. They belong to the 

group of viruses that can cause disease in mammals 

and birds. Now, it spreads from person to person 

among those in close contact. The virus spreads by 

respiratory droplets generated from the cough or 

sneeze of a Covid19 patient. These drops are too 

heavy to hang in the air, and fall quickly on the floor 

or surface. 

Covid19 symptoms can be very mild to 

severe. Some people have no symptoms. The most 

common symptoms are fever, dry cough, and the 

breathing problem. Apart from this, symptoms like 

fatigue, sore throat, muscle pain, and loss of taste or 

smell can also be seen coronavirus patients. 

Coronavirus is one of the most severe issues that are 

facing by people around the world. It is necessary that 

we come out of this situation as early as possible. By 

27 Dec 2020, around 79,232,555 confirmed cases and 

1,754,493 confirmed deaths were documented by 

WHO (World Health Organization) [8]. In this paper, 

a large dataset of CT scan for Covid19 is available. 

The proposed dataset contain 73 CT Covid19 images 

of patients. 
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Many reviews have exposed that CT scans 

shows the clear radiological findings for COVID-19 

patients and promising as a more efficient and easily 

accessible test method due to the availability of 

extensive CT devices that can produce results at a fast 

pace [9,10]. 

The choice of utilizing CT over other 

diagnostic modalities is driven by the following 

characteristics 

• CT is highly tissue sensitive, able to capture 

bones, soft tissues and blood vessels all at 

the same time. 

• Provides more anatomical detail and 

differentiation. 

• Scan data can be manipulated into different 

views without additional imaging. 

• Provide deep and high quality images. 

• CT scan focuses on target area better than 

other imaging modality. 

 As of now there are two largest sets of public 

datasets. They are SARS-CoV-2-CT dataset and 

COVID-CT dataset. Recently,  Soares et al.  [11] 

made a set of CT scans database publicly available. 

This dataset provides 1252 CT scan images which are 

infected by Covid19 of 60 patients and 1230 CT scan 

images of 60 patients which are not affected by 

Covid19 which was taken from hospitals in the city of 

Sao Paulo, Brazil. Overall it provides 2482 CT scan 

images of 120 patients. The drawback faced in this 

database is non-standard size of the images and non-

standard contrast of the images. 

 Another existing database is COVID-CT 

which is open-sourced dataset. It consists of 349 

Covid19 CT images from 216 patients and 463 non- 

Covid19 CT [12]. The drawback faced in this 

database is textual information in some images. 

 Contrast is an important factor in any 

subjective evaluation of image quality. Contrast 

enhancement techniques play an important role in 

image processing to extract information contained in 

the low dynamic range from the gray level images. To 

improve the quality of the image, it is necessary to 

perform operations such as increasing contrast and 

reducing or eliminating noise [13]. Contrast is 

determined by the difference in color and brightness 

of an image with another image. If the images are in 

low contrast it is difficult to identify the details 

present in the image. Not all of our images have the 

right size as needed, so it is important to understand 

how to resize images properly. Image interpolation 

occurs when you resize or distort your image from 

one pixel grid to another grid. Many algorithms to 

achieve contrast enhancement and resizing the image 

have been developed and applied to problems in 

image processing. There are three parameters to 

change the size of images. They are types of the 

image, size of the pixel, and the background 

resolution. The proposed dataset SITCOV, provide 

standard size and contrast of images and there will be 

no textual information in the images and some salient 

features are included in this dataset. The main 

contribution of this dataset paper includes, 

 

• A New SITCOV datasets which includes 

Covis19 images which is used for the 

detection of COVID and that helps the 

researcher in analysing and validating their 

algorithms. 

• As contrast Enhancement is a challenge in 

the existing dataset, a standard contrast 

enhanced images are created. 

• Another challenge in the existing dataset is 

the textual information that is embedded in 

the images and Standard size of the Covid19 

CT images. So the provided dataset includes 

images without textual information and 

standard sized images. 

II. SITCOV DATASET 

 

A. Construction and Composition Details 

 A computed tomography shows more detail 

than regular X-ray. CT scans use a computer 

processed combination of many X-ray measurements 

taken from different angles to produce a tomographic 

image of a specific area and allow users to see inside 

objects [14]. It is also referred as Computer axial 

tomography and computer aided tomography (CAT 

scan). Patients of all ages can become infected with 

Covid19 and need to undergo chest imaging. CT 

imaging has high sensitivity for diagnosis of Covid19. 

In this paper, 73 Covid19 CT images are used and 

which is named as SITCOV_CT. Some sample 

Covid19 CT images are shown in fig.1. 

 

B. Labelling the images 

In the SITCOV dataset all the images are labelled 

perfectly for the research work. From the label one 

can easily identify the subject ID, Age, gender and 

modality. For example, Covid19 CT image of each 

subject contain Subject ID, Age, gender and modality 

are shown in the Figure.2 and Figure.3 respectively. 
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Covid19_CT4 Covid19_CT5 Covid19_CT6 
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Covid19_CT12 Covid19_CT10 Covid19_CT11 
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Fig.1 Sample of Covid19 CT scans images 

 

 

   

Fig.2 Annotation of Covid19 CT images-sample1 

 

 

  Fig.3 Annotation of Covid19 CT images-sample2 

Biological Data 

Subject ID: CT1 

Age: 60 

Gender: Female 

Modality: CT  

Size: 512×512 

Biological Data 

Subject ID: CT2 

Age: 42 

Gender: Female 

Modality: CT  

Size: 512×512 

Covid19_CT13 Covid19_CT14 Covid19_CT15 
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C. Annotation 

SITCOV provides detailed explanations 

through careful analysis of each CT scan image. From 

the labelling one can easily identify the detailed 

description of the subject through following 

annotation. For example, the label for a Covid19 CT 

image of the subject is mentioned as 

Covid19_CT1.png and Covid19_CT2.png. The 

annotated attributes are as follow, 

▪ Subject ID 

▪ Gender 

▪ Age 

▪ Modality 

▪ Size 

 

III. CONCLUSION 

The 2019 novel Coronaviruses (Covid19) are 

a family of viruses that leads to illnesses ranging from 

the common cold to more severe diseases and may 

lead to death according to World Health Organization 

(WHO). The coronavirus has brought many 

challenges to academic research. Detection and 

diagnosis of Covid19 from chest CT images in early 

stage is a challenging task for the doctor and 

researcher. The lack of datasets for Covid19 

especially in CT images is the main challenges for the 

scientific study. The dataset used in this research was 

collected from different radiologist from hospitals and 

it is available for researchers to download and use it. 

The insufficiency of benchmark datasets for Covid19 

especially in CT images was the main motive of this 

research. A new medical image dataset called 

SITCOV which contain a collection of Covid19 CT 

scan images for research work. The proposed dataset 

contain 73 CT covid19 images.  The dataset can be 

viewed and downloaded at the following web address: 

http://www.sethu.ac.in/ SITCOV/ 
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Abstract — In teleoperation mechanism, the surgical robots 

are controlled using hand gestures from remote location. The 

remote location robotic arm control using hand gesture 

recognition is a challenging computer vision problem. The hand 

action recognition under complex environment (cluttered 

background, lighting variation, scale variation etc.) is a difficult 

and time consuming process. In this paper, a light weight 

Convolutional Neural Network (CNN) model Single Shot 

Detector (SSD) Lite MobileNet-V2 is proposed for real-time hand 

gesture recognition. SSD Lite versions tend to run hand gesture 

recognition applications on low-power computing devices like 

Raspberry Pi due to its light weight and timely recognition. The 

model is deployed using a Camera and two Raspberry Pi 

Controllers For the hand gesture recognition and data transfer 

to the cloud server, the Raspberry Pi controller 1 is used. The 

Raspberry Pi Controller 2 receives the cloud information and 

controls the Robotic arm operations. The performance of the 

proposed model is also compared with a SSD Inception-V2 model 

for the MITI Hand dataset-II (MITI HD-II). The average 

precision, average recall and F1-score for SSD Lite MobileNet-

V2 and SSD Inception-V2 models are analyzed by training and 

testing the model with the learning rate of 0.0002 using Adam 

optimizer. SSD MobileNet-V2 model obtained an Average 

precision of 98.74% and SSD Inception-V2 model as 99.27%, The 

prediction time for SSD Lite MobileNet-V2 model using 

Raspberry Pi controller takes only 0.67s whereas, 1.2s for SSD 

Inception-V2 Model. 

 

Keywords— Single Shot Detector (SSD), SSD Lite, Hand 

gesture recognition, Amazon Web Services (AWS), Message 

Queuing Telemetry Transport (MQTT). 

I.    INTRODUCTION 

  In teleoperation, the doctors position the surgical robots 

from a remote location by an efficient Human Machine 

Interaction system. The interaction between the human beings 

and machines are carried out in more natural forms with the 

development in the field of Artificial Intelligence. Hand 

gestures are used to convey a non-verbal type of 

information’s. Gesture-based implementation is associated 

with a number of fields in many applications, such as Human-

Machine Interaction, Virtual Reality, Robot Control, Tele-

surgery systems etc.  The gesture based control system build a 

richer bridge between the computers and humans. This 

method eliminates the keyboard and mouse inputs and to 

connect directly without any mechanical equipment. 

 In this paper, a hand gesture recognition system using a 

single stage deep convolutional neural network (CNN) to 

control a robotic arm with 5 degrees of freedom (DOF) in a 

remote location is proposed. The hand gestures are recognized 

using a Single Shot Detector (SSD) Lite MobileNet-V2 based 

CNN model. The MobileNet-V2 CNN model is used as a 

feature extractor. The information of the recognized gesture is 

transmitted using a Wi-Fi module and then to the 5 DOF 

Robotic arm in the remote location. The SSD Lite MobileNet-

V2 model predicts the input gestures at a faster rate when 

compared with the SSD Inception-V2 model. 

II.    LITERATURE REVIEW 

Saurabh et al. [1] developed a wireless gesture controlled 

robotic arm. The author captured the hand gestures using a 

webcam and recognized the gestures using co-relation 

technique in MATLAB. Robotic arm consists of three DC 

motors driven by a motor driver and controlled by a PIC 

16F877A Microcontroller. The wireless communication is 

carried out by using a RF module. 

Aggarwal et al. [2] proposed a wireless gesture controlled 

robotic arm with vision. An accelerometer-based device 

wirelessly (RF Signals) controls a robotic arm. The robotic 

arm and platform are coordinated with the operator's hand, leg 

movements and postures. The system is also fitted with an IP 

camera capable of transmitting video in real time to any 

Internet-enabled machine. 

Sagayama et al. [3] proposed a hand movement 

recognition model with two deep learning classifiers: the Deep 

Belief Network (DBN) and CNN. The author analyzed the 

performance on hand movements of five distinct classes. For 

each hand gesture, the accuracy rate of DBN, CNN and 

HOG+SVM are obtained as 98.35%, 94.74% and 89.62%, 

respectively.   

Howard et al. [4] proposed a MobileNet model for 

embedded vision applications. It comes with a compact 

architecture in which the network uses depth-wise separable 

convolutions. The author also introduced two hyper 

parameters called the width multiplier and resolution 

multiplier. These parameters help in resizing the model 

according to the application. The author illustrated the 

efficiency of MobileNet through a diverse range of 

applications like object detection, fine grain classification etc.  

Othman et al. [5] utilized a SSD-MobileNet model for the 

detection of objects. The feature extraction is performed using 

the MobileNet architecture. The authors also reported few 

enhancements to the model such as default boxes, multi-scale 

characteristics and depth wise separable convolution layer 

added to the framework. It resulted in the improvement of 

efficiency. On the COCO dataset, the authors reported an 

overall accuracy of 73.00 %. 
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Wong et al. [6] proposed a deep convolutional SSD 

architecture (Tiny SSD) specifically developed to recognize 

objects in an embedded system in real time. A high 

performance and tailored non-uniform fire subnet module is 

integrated into the Tiny SSD. It concentrates on the 

supplementary convolution layers, designed specifically to 

reduce the effect of model dimension by retaining the 

detection performance. On the VOC 2007 dataset, the author 

reported an average accuracy of 61.3 %. 

Rubin et al. [7] proposed an Inception-V2 based single 

stage detector (SSD Inception-V2) model for real-time hand 

action recognition. The author trained the model using 

custom-developed hand dataset (MITI-Hand Dataset (MITI-

HD)). The model is trained for ten classes. The author reported 

an Average Precision of 99.00 % and prediction time of 46 ms 

using a NVIDIA TitanX GPU. 

Based on the extensive literature survey it has been 

identified that the real-time prediction time for the detection 

of hand gestures could be further reduced. In this paper, a 5 

DOF robotic arm is positioned using the vision based real-time 

hand gestures. The real-time hand gesture recognition is 

implemented using a single stage CNN model (SSD Lite 

MobileNet-V2). SSD Lite is a lighter version of the 

conventional Single Shot Detector (SSD). MobileNet-V2 is a 

CNN algorithm used for feature extraction. The results of the 

SSD Lite MobileNet-V2 model is compared with the SSD 

Inception-V2 model. The computational time of SSD Lite 

model is comparatively lesser than the existing hand action 

recognition models.  

III.    METHODOLOGY 

An overview of vision based robotic arm control using 
hand gestures recognition is shown in fig.1. The hand gesture 
recognition is performed using the single stage deep CNN. 
SSD Lite MobileNet-V2 [8] model and SSD Inception-V2 
model [7] are used in this framework for gesture recognition. 

MobileNet-V2 and Inception-V2 CNN models are used as 
feature extractor.  

 These CNN models are trained and tested using a MITI 

Hand Dataset–II (MITI HD-II). MITI HD-II is an improved 

version of MITI HD [7], [9] dataset. It is a custom-created 

dataset of hand posture obtained from different individuals 

with differing skin tones, complex profiles, different hand 

size, conditions of lighting, geometry, fast movements, and 

different age classes.  The dataset has about 10 classes and 970 

samples per class. The sample frames of each class from MITI 

HD-II are shown in fig.2. 

The SSD is a CNN based object detector. It uses a single 

forward pass network and a bounding box regression 

technique to classify and localize the object. Over Faster R-

CNN, SSD offers significant speed gains. SSD is also used in 

real-time for action recognition. SSD completes the process of 

region proposal and classification in a single shot process. 

SSD Lite [6] model is the lighter version of the conventional 

SSD model.  SSD Lite MobileNet-V2 is 20 times more 

effective and 10 times lighter than YOLO-V2 [10]. It 

outperforms YOLO-V2 architecture.  

MobileNet is a compact architecture that constructs a 

lightweight deep convolutional neural network using deeply 

separable convolutions. Depth-separable convolution filters 

consist of filters for deep convolution and filters for point 

convolution. On each input channel, the depthwise 

convolution filter performs a single convolution, and the point 

convolution filter combines linearly, the 1 to 1 convolutions 

and the output of depthwise convolution. MobileNets 

concentrate on latency optimization, but also generate small 

networks. The depth-wise seperable convolution has separate 

layers for filtering and combining which drastically 

contributes in reducing the computation time and model size 

compared to a standard convolution process. It offers a 

computation reduction by a factor of 1/N + 1/Dk
2, where N is 

the number of output channels and Dk is kernel size. This is 8 

to 9 times lesser compared to a standard convolution.  

Fig 1. Overall Block Diagram of Vision Based Robotic arm Control using Hand Gestures.  
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Fig 2. Samples of MITIHD-II dataset.    

                                

     
Fig 3. MQTT protocol [10]. 

Numerous CNN models are tested in object detection 

problems. Some of them are Region-based convolutional 

neural network (R-CNN), You Only Look Once (YOLO) [10], 

and Single Shot Detector (SSD) [7].  In this paper SSD Lite 

MobileNet-V2 model and SSD Inception-V2 model are used 

for Hand Gesture Recognition. The performances of the above 

specified models are evaluated and compared with each other.   

Inception-V2 [11] is faster and computationally efficient 

than other similar architectures like VGG Net and Alex 

Net. The reduction of dimensionality is carried out effectively 

in the convolutions of the Inception-V2 model by integrating 

a smart factorization process. Inception-V2 consists of three 

layers. The first layer consists of three convolutional layers 

with dimensionality reduction filter bank. The second layer 

consists of five layers with deeper filter banks and last layer 

consists of two wider filter banks. It is then connected to fully 

connected layers. Out of these two CNN models, SSD Lite 

MobileNet-V2 model is highly preferred for remotely 

operated robots because of its light weight. This improves the 

speed of Hand Gesture Recognition.  

The robotic arm has five degrees of freedom and has five 

MG995 servo motors with a gripper. The robotic arm moves 

to fixed positions based on the gestures recognized by the SSD 

model. To control the servo's of the robot, the Adafruit 

PCA9685 servo driver is utilized. With just 2 pins the Adafruit 

16-Channel 12-bit PWM/Servo Driver can drive up to 16 

servos over I2C. The robot is interfaced with Raspberry Pi 2 

through the PCA9685 driver. The SSD model for Hand 

gesture recognition is implemented on the Raspberry Pi-

1. A USB camera attached to the Raspberry Pi-1 is used to 

get the input data.  

Finally, to integrate with IOT, the Hand Gesture 

recognition is implemented on Raspberry Pi-1 and the 

corresponding signals are sent to Raspberry Pi-2, which in turn 

controls the robotic arm movement. Both the Pi’s are 

connected to different networks. The Raspberry Pi-1 is 

remotely communicated with Raspberry Pi-2 using Message 

Queuing Telemetry Transport (MQTT) [12] protocol as 

shown in fig.3. MQTT is an open source, lightweight and 

publish- subscribe network that transports messages between 

devices. The MQTT broker is hosted on an Amazon Web 

Services (AWS) server. Table 1 and 2 represents the algorithm 

used in Raspberry Pi-1 and Raspberry Pi-2 controllers 

respectively. 

TABLE 1 PSEUDOCODE OF GESTURE DETECTION ON RASPBERRY 

PI-1 

Input : Continuous frames of images V from web camera. f is the frame at an 

instant  
Output : x1, y1, x2, y2, Ps, Pc for each  f, where x1, y1, x2, y2 are bounding 

box coordinates. Ps , Pc are predicted score, class. 

Load CNN Model Into Session () 

WHILE TRUE : 
 f = Capture_Frame_From_Webcam () 

 Gesture Recognition using SSD Lite MobileNet-V2  

 x1, y1, x2, y2, Ps, Pc = Predict (f ) 
 IF Ps > threshold: 

 Publish Pc to MQTT broker under topic ‘Gesture’ 

 END IF 

END WHILE 

 
TABLE 2 PSEUDOCODE OF ROBOTIC ARM CONTROL ON 

RASPBERRY PI-2 

Input: Predicted class (Pc)  

Output: Generate corresponding GPIO signals to control Robot. 

Enable to MQTT broker under topic ‘Gesture’ 

WHILE TRUE : 
 IF Pc is received: 

Perform Desired Robotic arm Action () 

 END IF 

END WHILE 

 

The overall training objective loss function of SSD [7], 

[13] is calculated based on the weighted sum of the confidence 

loss Lcnf and the localisation loss Llcl. It is given by 

𝐿(𝑎, 𝑛, 𝑝, 𝑡) =  
1

𝐾
(𝐿𝑐𝑛𝑓(𝑎, 𝑛)  + 𝜌𝐿𝑙𝑐𝑙  (𝑎, 𝑝, 𝑡)) ……(1) 

where ρ is the weight term and by cross‐validation it is set to 

1, K is the number of matched boxes. The loss is said to be 0 

if the number of matched boxes default to zero. The term 𝑎 is 

the priors, it is 1 when it matches the ground truth box and 0 

otherwise. The term n is the number of classes, p is the 

predicted bounding box parameters and t is the ground truth 

bounding box parameter.  

IV.    EXPERIMENTAL SETUP 

A. Training  

The SSD and SSD Lite models are trained utilizing the 

fine-tuned pretrained weights from COCO dataset. MITI-

Hand Gesture dataset is used for training and testing process. 

The train model is optimized using the gradient decent 

optimization technique (ADAM optimization [14] [15]). The 

models are trained for 50000 steps with batchsize-8 and 

learning rate of 0.0002. The models are trained using the 

hardware and software setup as described below. Deep 

Learning toolbox with Python libraries and TensorFlow 

framework is used. An Intel ® Core TM i7-4790 CPU @ 3.60 

GHz, 64-bit processor, 20 GB RAM, Windows 10 PRO 

operating system and GPU (NVIDIA GeForce GTX TITAN 

X (PASCAL)) is used to train the architecture. CUDA / 

CuDNN is used for providing parallel computations in a GPU. 

The python modules such as Numpy, Matplotlib, Cython, 

Pandas and Open-CV packages are used in the experimental 

analysis. 
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B. Evaluation and Prediction 

The trained models are tested using the test samples and 

their performances are evaluated by the parameters such as 

Average Precision, Average Recall, F1 score and Prediction 

time for various intersection over union (IoU) values. IoU 

determines the accuracy of hand action detection. IoU is unity 

when the predicted bounding box exactly overlaps the ground‐

truth bounding box. The prediction is considered to be true as 

long as the IoU is 0.5 and for the larger value of IoU's, the 

prediction is accurate. 

C. Implementation 

The robotic arm positioning is implemented by two 

Raspberry Pi (Model 3B) controllers (Quad Core 1.2GHz 

Broadcom BCM2837 64bit CPU, 1GB RAM and 40-pin 

extended GPIO pins) using python framework. The hand 

gesture recognition is implemented on Raspberry Pi-1 with 

USB camera. The Raspberry Pi-2 is used to control the robotic 

arm in remote location. The servo motors of the Robotic arm 

are controlled by the PWM signals from PCA9685. The 

Python library adafruit-circuit python-servokit is used to 

interface Raspberry Pi with PCA 9685. The MQTT broker is 

hosted on the IOT server of Amazon Web Services (AWS). 

The Python SDK AWS IoT Python SDK is used to access the 

AWS server in end devices.  

V.    RESULTS AND DISCUSSION  

The SSD Lite Mobilenet-V2 and SSD Inception-V2 based 

hand gesture recognition models are evaluated. The 

performance of the models are assessed by Average Precision 

(AP), Average Recall (AR) and F1-Score. The prediction time 

of the model is calculated during the detection process on a 

Raspberry Pi processor. Average Precision of different models 

is calculated for various values of IoU threshold.  

The term  APall is the overall average precision, APsmall is 

the average precision for the size of the object in an image 

lesser than 32 × 32 pixels, APmedium is the average precision for 

the object size lesser than 96 × 96 pixels and greater than 

32 × 32 pixels and APlarge is for the object size greater than 

96 × 96 pixels. 

Similarly, ARsmall average recall for the object is lesser 

than 32 × 32 pixels, ARmedium and ARlarge are the average recall 

for the object size smaller than 96 × 96 pixels and greater than 

32 × 32 pixels, greater than 96 × 96 pixels, respectively. AR1, 

AR10 and AR100 are the average recall values determined for 

various number of detections such as 1, 10 and 100.  

Both the models are trained for 50,000 epochs with batch 

size as 8. SSD Lite Mobilenet-V2 and SSD Inception-V2 

models are trained with a learning rate of 0.0002. The models 

are compared on the basis of Average Precision, Average 

Recall and F1 Score.  It may be noted that SSD Inception-V2 

performs better on terms of accuracy while SSD Lite 

MobileNet-V2 has lower prediction time. 

Table 3 shows the Average Precision of Single Stage 

Deep CNN models using MITIHD-II datasets for the various 

IoU ranges of 0.5, 0.75 and 0.5:0.95. The performance metrics 

obtained for SSD Inception-V2 is described as AP0.50 is 0.993, 

AP0.75 is 0.991 and AP0.5:0.95 is 0.884. The metrics of SSD Lite 

MobileNet-V2 is given as AP0.50 is 0.987, AP0.75 is 0.968 and 

AP0.5:0.95 is 0.804 respectively. The comparison of these two 

models shows that the SSD Inception-V2 has higher Average 

precision values when compared to the SSD Lite MobileNet-

V2 model.  

The Average Recall of Single Stage Deep CNN models 

using MITIHD-II datasets for the IoU range of 0.5:0.95 is 

illustrated in table 4. The Average Recall of SSD Inception-

V2 model is 0.911 for AR1 and 0.914 for both AR10 and AR100. 

For SSD Lite MobileNet-V2 model AR1 is 0.839 and 0.842 

for both AR10 and AR100. 

Table 5 demonstrates the comparison of the Performance 

metrics of Single Stage Deep CNN models using MITIHD-II 

dataset for the IoU range of 0.5. The AP0.5, AR0.5, and F1-

Score0.5 are calculated as 99.27%, 95.58% and 97.39% for 

SSD Inception-V2 Model and 98.74%, 94.11% and 96.37% 

for SSD Lite MobileNet-V2 Model. Though the Precision, 

Recall and F1-score are higher for SSD Inception-V2 model, 

the prediction time of SSD Lite MobileNet-V2 Model is low 

(0.67s). This makes a significant contribution in the speed of 

communication between human and robot.  

TABLE 3 AVERAGE PRECISION OF SINGLE STAGE DEEP CNN MODELS USING MITIHD-II FOR VARIOUS IOU RANGES. 

CNN Models  
Average Precision (AP)  

0.5  0.75  0.5:0.95  Small0.5:0.95  Medium0.5:0.95  Large0.5:0.95  

SSD Inception-V2  0.993  0.991  0.884  0.858  0.877  0.889  

SSD Lite MobileNet-V2  0.987  0.968  0.804  0.723  0.742  0.823  

 
TABLE 4 AVERAGE RECALL OF SINGLE STAGE DEEP CNN MODELS USING MITIHD-II FOR IOU RANGES OF 0.5:0.95. 

CNN Models  
Average Recall (AR)  

1  10  100  Small0.5:0.95  Medium0.5:0.95  Large0.5:0.95  

SSD Inception-V2  0.911  0.914  0.914  0.875  0.898  0.919  

SSD Lite MobileNet-V2  0.839  0.842  0.842  0.764  0.791  0.861  

TABLE 5 COMPARISON OF PERFORMANCE METRICS SINGLE STAGE DEEP CNN MODELS USING MITIHD-II DATASET. 

CNN Models  
AP0.50   AR0.50   F1-Score0.50   Prediction time (s) 

(%)  (%)  (%)  Raspberry-Pi 3B 

SSD Inception-V2  99.27  95.58  97.39  1.20  

SSD Lite MobileNet-V2  98.74 94.11 96.37 0.67  
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The overall loss curve is plotted with number of training 

steps in x axis and loss in y axis. The graph is shown 

in fig.4.  The loss is higher at the start and slowly decreases 

towards the end. It may be noted from the graph that after 

50,000 steps SSD Lite MobileNet-V2 has higher loss than 

SSD Inception-V2 CNN model.  

 
Fig 4. Loss Curve of Single Stage CNN models 

The five servo motors that is used in the robotic arm are 

numbered as 1,2,3,4 and 5. The pulse width range (µs) differs 

for each servo and is determined using trial and error method. 

For all the DOF’s of the robotic arm, the range of pulse width 

set for the servo motors is shown in table 6.  

Based on the gesture detected by the model, the 

corresponding GPIO signals are generated to move the 

Robotic arm to a specific position. For different positions, 

each servo motor in the robotic arm is rotated to a specific 

angle. The table 7 shows the various angles set for each servo 

during gesture identification. 

TABLE 6 PULSE WIDTH RANGE OF ROBOT SERVO MOTORS. 

Servo Motor Pulse Width (µs) 

1 750-2200 

2 650-2150 

3 750-2700 

4 500-1900 

5 800-1670 

TABLE 7 ANGLE SETS FOR EACH SERVO FOR VARIOUS 

GESTURES. 

Gesture Function 
Servo 

1 

Servo 

2 

Servo 

3 

Servo 

4 

Servo 

5 

One init 90 90 145 90 180 

Two handshake 180 50 100 180 0 

Three hifi 90 90 90 180 180 

Four akr_gesture 130 180 140 120 180 

Five pick 90 30 110 135 90 

Ok yawn 90 180 130 180 0 

Love handraise 90 90 70 90 0 

Tup lift 180 180 150 80 0 

Fold punch 180 0 70 90 180 

Straight kochi 90 0 100 0 180 

 

The Hardware Implementation setup of Remote Location 

Robotic Arm Control using Hand Gestures is shown in fig.5. 

The real-time predicted gestures and the associated robot 

movements are shown in fig.6. The robotic arm is efficiently 

positioned using the real-time hand gestures. This setup 

utilizes the SSD Lite MobileNet-V2 model for hand gesture 

recognition 

Fig 5. Remote Location Robotic Arm Positioning using Hand Gestures – Hardware Implementation. 
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Fig 6. Robotic Arm Position for various gestures recognized. 

VI.    CONCLUSION 

The remote location robotic arm control is performed 

using the single stage deep CNN hand gesture recognition 

model. The SSD lite MobileNet-V2 and SSD Inception V2 

models are trained and tested using MITI HD-II dataset. SSD 

Lite model is preferred to run the hand gesture recognition 

applications on low power devices such as a Raspberry Pi due 

to its light weight and speedy recognition. Raspberry Pi 

controller 1 is used for hand gesture recognition and to 

transmit the information to cloud.  Raspberry Pi controller 2 

receives the information from the cloud and control the 

operations of Robotic arm.  Both the Raspberry Pi’s are 

remotely communicated using MQTT Protocol and the MQTT 

broker is hosted on an AWS server.  For IoU threshold of 0.5, 

the Average precision, Average recall and F1 score of SSD 

Inception-V2 model is calculated as 99.27%, 95.58%, and 

97.39% and the corresponding values for SSD MobileNet-V2 

model is 98.74%, 94.11% and 96.37% respectively. The 

prediction time for SSD Inception-V2 Model using Raspberry 

Pi controller is 1.2s whereas SSD Lite MobileNet-V2 model 

consumes 0.67s.  The MobileNet model runs faster at the cost 

of lower precision. Hence to run on low power edge devices, 

the SSD Lite Mobilenet-V2 model is preferred. Further 

reduction in prediction time will improve the speed of 

communication between humans and robots. This prototype 

can be extended into a Tele-surgery system which is 

considered as our future work. 
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Abstract — Malnutrition is directly or indirectly responsible 

for the deaths of children younger than 5 years in many 

countries. Identification of malnourished children will help to 

prevent the risk of death and can reduce physical and health 

issues by taking necessary measures or treatment. The proposed 

system uses a Convolutional Neural Network (CNN), a Deep 

Learning algorithm that takes input, analyzes the images, and 

differentiates one from the other. The architecture we used here 

is AlexNet for the training process and Transfer Learning. The 

system takes the image of a child as the input and classifies the 

image into a malnourished or normal child by comparing the 

image with the trained model. The objective of the system is to 

detect malnutrition in children that can help people and 

healthcare providers to reduce the effects caused by malnutrition 

by automation implementation instead of a manual process. 

Keywords — Malnutrition, Convolutional Neural Network, 

Alexnet. 

I. INTRODUCTION 

Malnutrition is a condition that occurs due to fewer intakes 
or over intake of nutrients. This can lead to health issues such 
as diabetes, heart disease, eye problems, and stunted growth. 
Malnutrition is directly or indirectly responsible for the deaths 
of children younger than 5 years in many countries. According 
to the World Health Organization’s (WHO) 2020 edition, 
stunting has affected 21.3% or 144 million children under 5 
years of age globally. Wasting has affected or threatened the 
lives of 6.9% or 47 million children under the same age group. 
About 5.6% or 38.3 million children under the age of 5 years 
were overweight around the world [1]. Yet, while there has 
been an improvement, it has been slow and patchy as shown in 
the Fig 1. Undernutrition leads to physical health issues and 
growth issues. According to UNICEF’s The State of the 
World’s Children 2019 report [2], globally out of 3 children at 
least 1 is not growing well due to malnutrition, and 1 out of 2 
children is suffering from hidden hunger.  

 

Fig 1: Percentage and Number (millions) of stunted, wasted and overweighed 

under age 5 globally between the years 2000-2019. Source: UNICEF, WHO, 

World Bank Group joint malnutrition estimates, 2020 edition 

 Approximately 45% of deaths of children under the age of 
five years are due to undernutrition [3]. The National Family 
Health Survey 2005-06 (NFHS-3) reported that in India, 48.0% 
of children under age 5 years were stunted, 19.8% were 
wasted, 6.4% were severely wasted and 42.5% were 
underweight[4]. The National Family Health Survey 2015-16 
(NFHS-4) reported that 38.4% were stunted, 21.0% were 
wasted, 7.5% were severely wasted and 35.8% were 
underweight [5]. Over the decade there was a slight decline in 
stunted and underweight children but wasted remains alarming. 
Children were suffered more with malnutrition and the 
detection of malnutrition will help to prevent the risk of death 
and can reduce physical or growth issues by taking necessary 
measures.  

Detection of malnutrition in children can help people and 
healthcare providers to take preventive measures and can 
reduce the effect caused by malnutrition on children. To detect 
the malnutrition in children, a type of artificial neural network 
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called convolutional neural network (CNN) is used. The 
architecture we used here is AlexNet, which is a convolutional 
neural network that is a powerful model capable of achieving 
high accuracies on challenging datasets. 

II. RELATED WORK 

A disease detection concept has detailed by using the 
human images and analyzing the data from the color of the 
image. This might not work in every case as some people 
might look lean and are not malnourished [6]. Tensor Flow 
algorithm is used to train the dataset which supports various 
features. The data obtained from semi structured interviews 
were analyzed using frame analysis and MaxQDA software. 
The gathering of data required much amount of time and 
improper data might lead to incorrect results [7].  The 
nutritional status of the population is characterized using 
height, weight, and MUAC based anthropometric indicators. 
The study also revealed that the removal of data based on 
SMART flag cut-off points improves the data quality of 
anthropometric surveys. The quality improvement measures 
are described rather than identifying the children affected with 
malnutrition [8]. 

The white paper [9] detailed the role of CNS in the 
prevention and treatment of malnourished patients who were 
hospitalized. The accurate documentation of the malnourished 
patients will help in the appropriate coding, funding 
reimbursement, and treatment [10]. A decompositional analysis 
was conducted using two waves (2004-2005 and 2011-2012) 
data from Indian Human Development. The z-scores of 
Weight-for-Height (WHZ), Height-for-Age (HAZ), Weight-
for-Age (WAZ), and the composite index of Anthropometric 
Failure were used for undernutrition measures. The analysis 
provided the up-to-date profile of the nutritional status of 
India’s children using the z-scores.  [11]. 

A system was developed to show the dashboard 
representation of malnutrition. The final output is the graphical 
representation of the data in the form of a pie chart or bar graph 
which contains the data that is maintained in the database and 
is displayed based on the selected. It represents the data in the 
form of pie chart or bar graph which might not help to treat the 
malnourished children but can help us to take preventive 
measures to decrease the rate of malnourished children [12]. 
Malnutrition among under-five children is one of the major 
concerns in India. This review has identified the determinants 
and strategies that are required to prevent malnutrition under 
age of five years children in India. Prevention measures are 
explained and [13]. A system was developed using ID3, 
Random forest tree algorithm to generate a general result about 
the nutritional status of the children. Random forest tree 
algorithm is beneficial to train the data. However, it is 
comparatively slow to create predictions out of trained data   
[14]. 

In 2011 a complete nutrition data about children under five 
years were collected. Based on this data, a predictive model is 
developed using PART pruned rule induction which helps 
program managers and government to identify the children 
who are at risk. [15]. A Rule-based classification technique 
with a Multi-Agent System was used to detect malnutrition in 

children. The final decision is made based on the number of 
rules used and shows that there is connectivity between the 
number of rules and the optimality of final decision. It requires 
lot of manual intervention like generating rules out of facts and 
also depletes time while we generate rules for complex data or 
system [16]. The study says that weight-height based case-
detection technique performs worse in identifying malnutrition. 
MUAC is the best case-detection method and helps to identify 
severely malnourished children for their admission into 
community based therapeutic care programs. MUAC is the best 
method to measure each and every child to know about their 
nutritional status [17]. The study resulted that 21.7% of 
children fewer than three years of being affected with 
undernutrition in rural Western China in 2005 and stated that 
childhood malnutrition is a large health challenge. This work 
depicts the overall rate of malnourished children under three 
years but not techniques to identify malnourished children [18].  

III. SCOPE OF THE STUDY  

Identifying malnourished children less than five years age 
is very important as it causes more problems in children than 
any other age group as they may lead to growth (both physical 
and mental) impediment and vulnerability to rehashed diseases. 
The main aim of the project is to detect the children affected 
with malnutrition with the help of their images and simple 
parameters (gender, age, weight and height). 

IV. METHODOLOGY  

A. Dataset 

The dataset contains malnutrition and normal children 
images in different folders labeled as Malnutrition and Normal 
without any filters or size restrictions. 

B. Graphical User Interface (GUI) 

A GUI is created in Matlab for taking inputs from the user 
as shown in Fig 2, for performing operations and for displaying 
the results. 

 

Fig 2: Graphical User Interface for Malnutrition Detection 

Input: 1. Child image, 2. Gender, 3. Age (in months), 4. 
Weight (in kg), 5. Height (in cm). 
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Processing: Training using Alexnet and transfer learning. 
Classification using image result and parametric conditions of 
weight-for-age, weight-for-height, and height-for-age.                                                 

Output: Displays the result in string form in Results 
textbox. Queries button displays frequently asked questions on 
malnutrition. 

C. Training and transfer learning 

 

Fig 3: Architecture for Malnutrition Detection 

• Load the dataset: The dataset consists of malnutrition 
and normal/healthy children. The very first step in this module 
is to load the data folders and subfolders.  

• Split the dataset: The dataset splits into training and 
testing images randomly and creates two data stores for 
training and testing data. 

• Load and modify pre-trained network: AlexNet is a 
convolutional neural network which is trained on more than 
one million images from the ImageNet database and can 
classify images into 1000 object categories, such as a keyboard, 
mouse, pencil, and many animals. As a result, the model has 
learned rich feature representations for a wide range of images. 
AlexNet architecture consists of eight layers. They are five 
convolutional layers, some of them are followed by max-
pooling layers and three fully connected layers. Using a non-
saturating Rectified Linear Unit (ReLU) activation function 
improves training performance. It is a powerful model capable 
of achieving high accuracies on challenging datasets.  

This step loads the pre-trained Alexnet neural network. 
After loading, an appropriate learning rate, epochs, and mini-
batch values are given to the Alexnet architecture and final 
layers are modified (Fig 4) according to the new dataset 
categories that are two (malnutrition and normal). 

 

Fig 4: Modified Alexnet network 

• Transfer learning: To perform the classification on a 
new set of images, the pertained network is used as a starting 
point to learn the task then the final layers are replaced by the 
new small set of images. Fine-tuning a network with transfer 
learning is generally a lot quicker and simpler than training a 
network with randomly initialized weights from scratch. This 
step performs Transfer learning with the modified pre-trained 
network and mentioned parameters. Then, it trains the entire 
network to classify the images, here the images for training 
requires with the dimension of  227×227,  a function is used so 
all the images get resized to 227×227 for training by using 
resize function. 

D. Classification 

This module classifies the input image into either 
malnutrition or normal. It loads the pre-trained Alexnet model, 
and then it reads the input image and resizes the image to 
227×227 as the pre-trained model requires the image size to be 
the same as the input size of the network and label the image.                                                                   
According to WHO, children who fall under -2 standard 
deviation (SD) of the WHO Child Growth Standards median 
for z-scores of weight-for-age, height-for-age, and weight-for-
height indicate that they suffer from malnutrition. With the 
help of these standards and user input for age, weight, and 
height, the classifier classifies the children into three 
categories: 1. malnutrition, 2. risk of malnutrition, and 3. 
Normal.     

V. EXPERIMENTAL RESULTS 

The proposed system used 500 images of children 

under five years, 250 images of malnourished children and 250 

images of healthy/normal children. 90% of data is used for 

training and 10% for testing. The input image for classification 

and all the images in the dataset resized to the dimensions of 

227x227x3 for training and testing process. 
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Fig 5: Training progress of the network 

The training progress (Fig 5) involves transferred 

layers and the new layers of the network. 

Accuracy is used to find out the performance. It is 

equal to number of correct predictions. Accuracy changes for 

every iteration. The accuracy value at each iteration is plotted 

in graph. The structure of graph shows the increase in accuracy 

value which means the model learns about the model and loss 

is reduced. Lower the loss higher the accuracy of the model. If 

prediction of model is accurate and predicts as expected the 

loss is lesser or zero. If the prediction of model is not accurate 

or not as expected, loss value is higher. 

 

  Fig 6: Performance evaluation for different learning rates 

After successful training, we tested the proposed 

model and it is observed that the model achieved 96% of 

accuracy for the learning rate of 0.001 as shown in Fig 6.  The 

final results were classified into 3 categories based upon image 

classification and z-scores of WAZ, WHZ, HAZ: (i) 

Malnutrition - if the image and z-scores classifications were 

predicted as malnutrition, the final result shows that the child is 

malnourished as shown in Fig 7(a), (ii) Risk of nutrition - if 

either the image or z-scores classification is predicted as 

malnutrition, the final results shows that the child is at the risk 

of malnutrition as shown in Fig 7(b), (iii) Normal – if both the 

image and z-scores classifications were predicted as normal, 

the final result shows that the child is not malnourished or 

normal as shown in Fig 7(c).  

 

Fig 7 (a) 

 

Fig 7 (b) 

 

Fig 7 (c) 

Fig 7: The child is detected as (a) malnutrition (b) risk of malnutrition and (c) 

normal using image and simple inputs 
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VI. CONCLUSION AND FUTURE WORK 

Malnutrition is extravagantly high and has affected 

many countries in the world by one or more forms. Detecting 

or predicting malnutrition will help the government or health 

services to take preventive measures. Conventional Neural 

Network (CNN or ConvNet) algorithm is used to detect the 

children affected with malnutrition under age five. Images of 

children are used as input. Alexnet is a CNN used to find 

patterns in images to recognize faces and objects and performs 

classification tasks. By using parametric conditions, Alexnet 

architecture, and with the help of the extracted features, the 

system predicts whether children are affected by malnutrition 

or not. It also categorizes the children who are at the risk of 

malnutrition. In the next phase of study, we would apply the 

CNN algorithm to detect the type of malnutrition which 

affected the children. As the treatment differs for each type, it 

would be helpful to the parents and healthcare providers. 
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Abstract— The rapid rise in skin diseases over the past decade 

has been a growing concern worldwide. Early detection, 

correct categorization, and accurate identification can result in 

the successful treatment of melanoma, thereby decreasing the 

morbidity and mortality rate. Thus, there is a significant need 

for a system that is capable of identifying skin diseases and 

precisely classifying them. The proposed work aims to develop 

a multi class classification system using transfer learning-based 

convolutional neural networks (CNN). In particular, the 

proposed solution classifies the dermoscopic images to 8 

different categories namely Melanoma (MEL), Basal Cell 

Carcinoma (BCC), Actinic Keratosis (AK), Benign Keratosis 

(BKL), Dermatofibroma (DF), Vascular lesions (VASC) and 

Squamous Cell Carcinoma (SCC). Four state-of-art pre-

trained models are used for this task. A functional model-based 

network is leveraged to embed these sub-models in a larger 

multi-headed neural network. This will allow the embedded 

model to be treated as a single large model. An ensemble 

approach, termed as blending, is employed to combine the 

predictions efficiently made by the sub-models. Additionally, a 

robust cropping strategy is implemented to deal with the 

uncropped images and their impact on the performance of the 

classifiers is investigated. The impact of applying blending 

technique to ensemble the pre-trained CNNs are investigated 

against the performance of the individual classifier. The 

proposed work is carried out on International Skin Imaging 

Collaboration (ISIC) 2019 dataset. In this work, the solution 

for task 1 of the challenge is presented and we obtained 

balanced multi-class accuracy of 81.2% on the dataset 

compiled from the original dataset. 

Keywords— Balanced Multi-class Accuracy (BMA), 

Blending, Convolutional Neural Network, Dermoscopic images, 

Functional model, Skin lesions  

I. INTRODUCTION  

Skin lesions can be referred to as any abnormal growth or 

appearance on the skin when compared to the skin around it. 

It can be categorized into many different classes and 

subclasses [1]. Most of these skin lesions are benign though 

some, such as certain moles and actinic keratosis, can be 

pre-cursor to skin cancer. Skin cancers – including 

melanoma and non-melanoma comprising of Basal Cell 

Carcinoma (BCC) and Squamous Cell Carcinoma (SCC) – 

are one of the most fatal forms of malignancy occurring in 

humans, with melanoma contributing for the majority of 

skin-related deaths worldwide. However, these skin cancers 

are easily curable if detected in the early stages which have 

led to massive investment in the field of skin lesion analysis 

to develop automated tools for detection and classification 

of skin lesions [2]. Previously, conventional computer-aided 

(CAD) systems relied on the extraction of hand-crafted 

image features from the lesion area and its border to be fed 

to a traditional classifier which often involves extensive pre-

processing and manual segmentation [3]. Recently, the rise 

in the application of deep learning in the medical field has 

led to the development of numerous promising classification 

methodologies. Specifically, convolutional neural networks 

(CNNs) [4] have achieved results as precise as certified 

dermatologists working on the same task and may also be 

capable of outperforming them [5]. In deep learning-based 

classification, the feature extraction and classification are 

both learned and performed as a single unit. 

In medical image analysis, transfer learning using 

pre-trained models has been incorporated extensively by 

various medical fields. Some of the recent related works 

using deep learning mentioned below incorporate this 

strategy. Lee et al., [6], provides a very good example of 

combining image segmentation using U-Net and DenseNet 

models and classification using the ensemble of classifiers 

to provide classification accuracy close to practiced 

professionals. Their work was done as a part of ISIC-2018 

Challenge and claimed to have got a balanced accuracy of 

78.9% for task3. Gessert et al., [7] have used ensemble 

strategy to select the best subset of models that provide good 

balanced accuracy. Their work was done as a part of ISIC-

2019 Challenge and have obtained a balanced accuracy 

score of 63.6% and 63.4% for task1 and task2 respectively. 

Frangi et al., [8] presented another novel idea of 

incorporating dual CNNs (ResNet-50) simultaneously and 

sending the concatenated output to a synergic network 

which helps to reduce the intra-class variations and inter-

class similarity problem. Their work aimed at identifying 

melanoma and nevus skin images. 
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From the literature survey, it is identified that early 

and accurate diagnosis of skin cancer can dramatically 

reduce the mortality rate as most of these skin diseases are 

curable in their nascent stages. It is also identified that 

diagnostic analysis of dermatologists can be highly 

subjective because there are high inter-class similarity and 

intra-class variations as well as low contrast of the skin 

lesions making it difficult for dermatologists to precisely 

identify the skin lesions. We can also acknowledge the 

importance of the role played by deep learning in the 

classification of skin lesions and how the diagnostic 

accuracy has improved without being affected by human 

subjectivity. Therefore, in this work, we will be focusing on 

addressing the issues of classifying skin lesions with deep 

learning using the concepts of transfer learning and 

ensemble by blending technology. 

II. METHODOLOGY 

A. Dataset 

The dermoscopic images used in this work are provided by 

the ISIC organization. The main dataset is a combination of 

BCN20000 [9], HAM10000 [10], and MSK [11] datasets 

with a total of 25,331 dermoscopic images acquired at 

multiple sites and with different pre-processing methods 

applied beforehand. It contains images of the class's 

melanoma (MEL), melanocytic nevus (NV), basal cell 

carcinoma (BCC), actinic keratosis (AK), benign keratosis 

(BKL), dermatofibroma (DF), vascular lesion (VASC) and 

squamous cell carcinoma (SCC). The image distribution 

across lesion classes are depicted in Table I. These images 

are in 24-bit (8 bits per channel) JPEG format. Dimensions 

of these images are inconsistent ranging from 600 × 450 to 

1024 × 1024. The HAM10000 dataset contains images that 

centered and cropped around the lesion. Histogram 

corrections have been applied to some of these images. The 

images are of size 600 × 450. BCN20000 contains images 

for size 1024 × 1024. 

 
Table I. Original Train dataset statistics 

Diagnostic Category 
Count 

(25,331) 

Melanoma (MEL) 4522 

Melanocytic nevus (NV) 12875 

Basal Cell Carcinoma (BCC) 3323 

Actinic keratosis (AK) 867 

Benign Keratosis (solar 

lentigo/seborrheic keratosis/lichen 

planus-like keratosis) (BKL) 

2624 

Dermatofibroma (DF) 239 

Vascular lesion (VASC) 253 

Squamous Cell Carcinoma (SCC) 628 

  
In this work, we have considered only a subset of images 

from the main dataset due to the issues we encountered 
during training. Two datasets, having 4999 and 7900 images, 
are compiled from the original dataset. Datasets are chosen 
in a way that they maintain the class imbalance present in the 
original set as much as possible. Note that the original 
dataset did not have any images of unknown (UKN) class, 
hence that class is not included in the current dataset. An 

additional dataset containing 4242 images are compiled as 
test dataset for testing purpose. The original test dataset 
provided by the ISIC Organization is not used in our work. 
As such, the final prediction is performed for 8 categories. 

 

 
Fig 1. Cropping strategy for uncropped skin images: top left: 

original image, top right: elevation map, bottom left: watershed 

segmented image, bottom right: cropped image 

As the dataset contains a mixture of cropped and uncropped 

images, the first step we do is use a cropping strategy to deal 

with uncropped images as illustrated in Fig. 1. These 

uncropped images often show large, black mass. Crop 

algorithm by [12] is partially adapted in this work to identify 

the lesion region. First, an elevation map is created using the 

Sobel gradient of the image. Sobel filter allows us to detect 

the edges in the image. Then the markers are found for the 

background and the lesion region (foreground) using a very 

low threshold value (0.3). The threshold value is computed 

experimentally. Watershed transform is used to then fill 

regions of the elevation map starting from the markers 

determined in the previous step. This will give us the 

segmented lesion. The next step is to find the bounding box 

for the segmented lesion. To calculate the bounding box, we 

apply the connected component labeling algorithm. This 

assigns the same label to all the pixels that are in the same 

region. In this way, different regions obtained after 

segmentation are labeled using distinct labels. This also 

allows us to access the properties associated with each 

region like area, extent, major and minor axis, and so on. 

Next, to identify the lesion region among others, we 

consider the area (the number of pixels of the region) and 

extent (the ratio of pixels in the region to pixels in the total 

bounding box) features of each region. The region having 

the largest area and extent > 0.5 is considered as the target. 

Otherwise, we consider the three largest regions, and the 

first one that has an extent > 0.5 is taken as the target lesion 

region. Once the target region is found, to get the bounding 

box for that region, we find the centroid (center of mass) 

and the major and minor axis of that region. Based on these 

values, the bounding box for cropping the lesion area is 

calculated. Furthermore, we resize all the images in the 

dataset to a constant size of 480 pixels (HAM1000 

resolution as reference) preserving the aspect ratio. 
In this work, we mostly rely on the Inception family 

of networks that first introduced 1x1 convolution for 
dimensionality reduction in its Inception block which is 
capable of performing multi-level feature extraction. The 
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Inception module is based on a pattern recognition 
network that mimics the animal visual cortex. Inception 
models are trained on the ImageNet dataset and were 
selected because of their high-performance accuracies on 
ImageNet challenge. We have used Inception-v3, 
Inception-Resnet-v2, and Xception models from the 
Inception family of models. Another model Densenet 
was also selected due to its high performance in 
classification tasks. This also brings variability in our 
final ensemble. The specification of these models and 
the number of trainable parameters  is given in the Table 
II. 

 
Table II. CNN architectures specifications for transfer learning 

Architecture Input Size 
Trainable 

Parameters 

DenseNet201 224 × 224 19.3 M 

Inception-v3 299 × 299 23.63 M 

Inception-ResNet-v2 299 × 299 55.87 M 

Xception 299 × 299 22.85 M 

In this section, we will describe the modifications done on 

these architectures to perform the classification of skin 

lesion images into 8 categories. All of these CNN models 

have been pre-trained on the ImageNet dataset and then on a 

reduced ISIC-2019 train-split dataset. A few modifications 

are done to adapt the model to our use cases. The original 

classifier part of these pre-trained CNNs is replaced by 

batch-normalization layer followed by dropout layer, then a 

global average pooling layer, followed by two dense layers 

of 512 neurons, a second dropout layer, and lastly the 

classification layer with softmax as activation function to 

classify the dermoscopic images into 8 categories as shown 

in Fig 2. The softmax layer gives a prediction score in the 

range (0.0 to 1.0) distributed over the list of classes. All 

these models follow the same train pipeline with identical 

settings. Given a training set , 

where  denotes the input image of dimension ,  its 

corresponding label, and  is the number of input images, 

first, the images are cropped before passing them for 

training. 

 
Fig 2. Eight Modified classification block of base-classifiers 

The cropped images are then standardized and normalized. 

Normalizing is done to remove any bias present in the data 

[13].  

 
Fig 3. Train pipeline for each base-classifier 

The normalized images are then passed to the augmentation 

pipeline where vertical and horizontal flipping, rotation, 

zooming, shearing, and width-shift augmentations are 

applied. In this work, an online-augmentation policy is 

employed meaning, the augmentations are applied on the fly 

when the training process takes place. This does not increase 

the image count rather different versions of augmented 

images are presented during each pass (epoch) of the 

training data. These augmented images are then fed to the 

pre-trained CNN models for training as illustrated in Fig 

3.9. The saved models are then loaded and embedded to a 

meta-classifier and trained using the proposed algorithm. In 

this work, the blending procedure is implemented to 

ensemble the predictions done by the base-classifiers. It is a 

two-level process: level-0 and level-1. The four CNN pre-

trained models: DenseNet201, InceptionV3, 

InceptionResNetV2, and Xception are used as level-0 sub-

models to make the initial predictions. These models are 

trained on the train-split part of the training data and the best 

versions of each model are saved separately. As neural 

networks are used as sub-models, we have used a non-linear 

multi-layer perceptron (MLP) model as a meta-learner 

(level-1 model) having layers as depicted in Fig. 3, as 

against the practice of using a linear model like Logistic 

Regression. Now, this allows sub-networks to be embedded 

in a larger multi-headed network that then learns how best to 

combine the predictions from each input sub-model and the 

ensemble can be treated as a single large model. In our 

work, each of these sub-models is used as a separate input-

head to the meta-learner. All the layers of the loaded models 

are marked as not trainable so the weights cannot be updated 

when the blended ensemble model is being trained. The 

entire blended model is then fitted onto the holdout-split 

part of the training data. Because the sub-models are not 

trainable, their weights will not be updated during training 

and only the weights of the meta-learner will be updated. 

Thus, the sub-models only predict the holdout-split dataset 

and the meta-learner will be trained on the predictions made 

by these sub-models on the holdout-split of the training data. 

This new ensemble model is used to make predictions on the 

test dataset. The algorithm I for the blending strategy is 

given in Table III.  The algorithm describes the process to 

fuse the base classifiers to meta-learner and train the meta-

learner using the stacked predictions from the base 

classifiers. The final predictions are then made on the 

holdout dataset and test dataset. 
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Table III: Algorithm for Blending 

 
 

III. RESULTS AND DISSCUSSION  

The dataset is split into two parts, train and holdout 

(validation) splits. The dataset is split in the ratio of 80:20. 

The train-split part of the dataset is used to train the level-0 

models (DenseNet201, InceptionV3, InceptionResNetV2, 

and Xception) or sub-models of the blending ensemble 

model. The validation-split part of the dataset is used by the 

sub-models to make predictions, which are then 

concatenated to form the train dataset for the level-1 model 

or meta-model. The final predictions are then made on the 

holdout-split dataset and test dataset. Since the data is 

extremely imbalanced, for training we use cross-entropy 

loss. Each of the class will be set with different weights and 

is defined in (1), 

                                                                  (1) 

where  is the number of categories,  is the image count 

per category and  is the total number of images in the 

training data set. 

A. CNN training Base Models 

We leverage on transfer learning to extract features and 

perform classification. The training of the models is done in 

2 steps. In step 1, all the layers in the base models just 

below the top fully connected (FC) layer are frozen. This 

allows the base models to behave as initial feature 

extractors. The training is done for 3 epochs with the 

learning rate set to 10e-3 and batch size to 64 images. Adam 

optimizer is used to regulate the learning rate. This step is 

performed so that the weights of the newly added layers in 

the classification block does not get randomly initialized. 

This will also prevent large fluctuations in the gradients' 

updates when doing fine-tuning. In step 2 of the training 

process, all the layers of the base models are made trainable 

and fine-tuned for 50 epochs. The fine-tuning step starts 

from the 4th epoch onwards and the learning rate is 

decreased by a factor of 10 and set to 10e-4. Again the other 

training parameters remain the same with Adam as 

optimizer and batch size set to 64. 
The validation loss is constantly monitored for each 

epoch during training and the learning rate is set to decrease 
by a factor of 10 if the validation loss stopped improving 
after 8 epochs till it reaches 10e-6. To make sure that the 
model does not over-fit, early stopping is used to monitor the 
validation loss. Three more checkpoints are used to save the 
model with the best-balanced accuracy and also the model 
with minimum validation loss. Finally, the last model after 
the end of the training was also saved as the latest model. 
Keras API's with Tensorflow as the backend is used for the 
above implementation. 

Meta-learner training is carried out similarly as the base 
model training except for the initial 3-epochs training. Before 
training the meta-learner, all the saved base models with 
best-balanced accuracy are initially loaded and embedded in 
a multi-layered perceptron (MLP) model to form a single 
ensemble model with multiple heads like a hydra. When 
merging all base-classifiers, the layers of these models are 
frozen so that their weights do not get updated during the 
training of the ensemble model. 

B. Analysis of the performance of base-models and 

ensemble model for dataset-1 and dataset-2 

Using the configuration described in subsection A, the 

base models and ensemble model was trained for 

classification using dataset-1 and dataset-2. The balance 

multi-class accuracy and loss metrics are plotted in the 

graph at the end of each epoch, as illustrated in Fig 4. 
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Fig 4 Train and validation loss of DenseNet201 for dataset-1 

 

The prediction performance of the ensemble model for 

dataset-1 and dataset-2 and also the predictions on the test 

dataset is given in the Fig 5 and Fig 6. 

 

 

Fig 5. Confusion matrix: Prediction performance of ensemble 

model on validation-split of    dataset-1. 

 
Fig 6. Confusion matrix: Prediction performance of ensemble 

model on the test dataset-1. 

 

The evaluation results, balance multi-class accuracy, as well 

as the results of the secondary metrics for the base models 

and ensemble model on the validation set and test set are 

given in Table IV and V.   

 

Table IV: Performance metrics of models trained on dataset-1 

 

Table V : Performance metrics of models trained on dataset-2 

Models 
Performance metrics (%) 

BMA P Re Sp F1 

DenseNet-

V2 
69 69 59 79 62 

Inception-

V3 
61 66 54 78 57 

Inception-

ResNetV2 
61 66 54 79 57 

Xception 59 66 47 75 52 

Ensemble 

model 
64     69 60 78 61 
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From the above table, we can conclude that the ensemble 

model performs reasonably better on the unseen test images 

than the base-models. We also observe that the models learn 

better as the train data-size increases, giving better 

performance results. Our ensemble model got the BMA of 

64.7% when trained on dataset-1 (4,999 images), however, 

its performance increased with the increased dataset (7,900 

images). Note that, dataset-2 is more skewed than dataset-1. 

One more point to note is that DenseNetV2 performance is 

better than other models used as base-models for our 

ensemble network. Perhaps, the performance of the 

ensemble network will improve further on increasing the 

number of base-classifiers. 

IV. CONCLUSION 

On comparing the prediction results obtained, it can be 

summarized that the ensemble model trained using the 

blending technique proposed in this work performs 

reasonably better than the individual models. Blending 

based ensemble technique used in this work is one of the 

ways to train the ensemble model. Another well-known 

technique Stacking or Stacked generalization can also be 

used with k-fold validation. The analysis metrics got for 

both base classifiers and ensemble model during predictions 

done on test set indicates that the models perform 

reasonably well. There is still scope for further 

improvements by varying (increasing/changing) the base 

classifiers used.  The dataset can be expanded to include all 

the images from the original dataset for better prediction. 

The metrics have shown that though the ensemble model 

behaves reasonably, there is still scope for improvement. 
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Models 
Performance metrics (%) 

BMA P Re Sp F1 

DenseNet-

V2 
79 71 62 98   58 

Inception-

V3 
77   68 59 97 55 

Inception-

ResNetV2 
79 68 59 98 55 

Xception 72   62 55 98 49 

Ensemble 

model 
81 73    62 98 56 
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Abstract -Iris melanocytic tumours, are the most dangerous 
tumours in the eye , commonly known as eye tumours.  This 
includes freckle, nevus, melanocytoma, Lisch nodule, and 
melanoma. The detection of eye tumour is very difficult in 
early stages. Many research works are being carried out to 
detect eye diseases. But few research works in the eye 
tumour were published. Most of the system needs specific 
data acquisition devices to capture the region. This is very 
expensive. To diagnose eye melanoma, doctors   recommend 
PET - CT, eye ultrasound, angiogram, optical coherence 
tomography, etc. Here, a new approach is presented to 
detect the eye tumour from eye images using deep learning 
technique. The deep network model created with modified 
LeNet architecture. The model created with the segmented 
eyeball images. Hough circle transformation could predict 
the eye ball and iris regions. As the deep learning technique 
need more data for training, the number of image data has 
been increased with image augmentation method. Successful 
testing of this method with an accuracy of 95% shows that 
this method can implement in real time applications. 

Keywords- Ocular Melanoma, eye tumour, Cancer, Deep 

learning algorithm, CNN, LeNet, hough circle, grayscale 

conversion. 

 I.   INTRODUCTION 

Iris melanocytic tumours are the most dangerous 
tumours in the eye, commonly known as „eye tumours‟.  
This includes freckle, nevus, melanocytoma, Lisch 
nodule, and melanoma [1]. The term ocular is used with 
tumour to represent that it is accompanied with eye. It can 
be intraocular, which means inside the eye or extra-ocular 
which means that it affects the outside part of the eye. The 
most common types of the intraocular iris tumours are the 
Cyst, Nevus, and Melanoma [2]. Some other tumours 
related with eye are Lacrimal Gland Tumour, lid tumour, 
etc. The exact cause of this disorder is not known, but 
certain risk factors have been noticed. The disorder is 
seen more often in people who have light eye colour [3]. 
Age, certain inherited skin disorders, Exposure to 
ultraviolet (UV) light, certain genetic mutations etc are 
also considered as the reasons of eye tumours. The eye 
tumour can be spread and shall affect the vision.  

Routine checkups are the best methods for diagnosing 
the tumour. Retinoblastoma, the eye tumour, can be 
identified with naked eye [4].  Ophthalmoscope is 
commonly used to diagnose. Ultrasound, Fluorescein 
angiography test OCT, Semiconductor Detectors are the 
other common methods to diagnose. Needle biopsy is 
rarely used for diagnosis. CT and MRI are best in 
diagnosing extra occular and intracranial extension. 
Diagnosis of eye tumours is considered according to age, 
health state, suspected disease, symptoms and past 
examination records. Cytogenetics and gene expression 
profiling are used to collect more information about 

prognosis. Iris tumours are most common eye tumours 
and it is classified into different types. For earlier 
detection of these tumours, generalised procedure is 
needed to diagnosis the abnormality. 

 The two most commonly used therapeutic procedures 
are surgery or radiation therapy. In Radiation therapy 
damage produced in the tumour cells causes them to die 
and slowly shrink. The most common radiation therapies 
are endocrine therapy, brachytherapy, or sealed source 
radiotherapy [5]. Shrinking of the tumour region can be 
completely cured with local therapy. The local therapy 
consists of laser photocoagulation, cryotherapy, 
thermotherapy, Plaque radiotherapy etc. Laser 
photocoagulation is the primary therapy with xenon or 
argon arc. This coagulates all blood supply to the tumour 
and it can control 70% of the abnormality. Cryotherapy 
commonly treated for small tumours. The procedures for 
chemotherapy start with cryotherapy as a preparation step.   
Thermotherapy is the method of applying heat to the 
affected area using ultrasound, microwaves, or infrared 
radiation. 

    

(a)    (b) 

Figure 1: Iris camera and setup (a) Miles Eye Camera 
MEC-5 (24 megapixel) (b) CRCS-FH4 model Premium 
Professional Chinrest/Camera [Courtesy: MilesResearch 
Products] 

 Ophthalmology is a branch of medical science that 
investigates the disorders of eye. Bio medical imaging 
software is the efficient tools for ophthalmologist in 
diagnosing eye diseases. These imaging technique also 
help them in surgical treatment. Most of the image 
diagnosing machines are working with the principle of 
machine learning. Fundus and OCT image records can 
reveal the symptoms of diabetes. Many cameras are 
available now for capturing iris region of eye. These 
images are used both for biomedical and biometric 
applications. Figure 1 shows the images of one iris 
camera and setup for capturing the images. The 
demonstration of this camera setup is illustrated here to 
only get an idea for capturing such images.  The eye 
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tumour examinations can be undertaken with these 
cameras. More research works should come across in the 
field iris tumour detection 

II. EXPERIMENTAL METHODS 

In this paper [6], author proposes an image processing 
technique to identify the eye tumour. This experiment was 
conducted with 30 normal and 70 tumour images. The 
median filtered image segmented into two parts. Canny 
edge detection and image fusion methods are 
implemented in locating the affected area. 

In this paper [7], the author investigates the symptoms 
of eye tumour similar to glaucoma with biomedical 
imaging. The author analysed this case with 9 patients and 
identified that eye tumours are misdiagnosed as 
glaucoma. They might be mistaken for glaucoma because 
of similar symptoms such as pain, severe headache, red 
eye, etc. In this study, they insisted on the importance of 
diagnosing tumours correctly by comparing nine cases 
misdiagnosed as glaucoma initially. 

Here [8] the author presented an automated methods 
to segment iris images for early detection of eye tumour. 
Vander Lugt corelator based active contour method is 
used to segment the iris portion. K-means clustering 
model is used to label the tumourous tissue.  

 

(a)   (b) 

Figure 2: Eye Images (a) Normal (b) tumour             

III. PROPOSED METHOD 

Deep learning techniques are mainly employed in the 
detection of eye tumour. Figure 3 shows the pipeline of 
the proposed method. 

 

Figure 3 : Pipeline of the system 

A. Image acquisition 

Image acquisition is the advent of a digitally encoded 
illustration of the visible traits of an object, consisting of a 
bodily scene or the interior shape of an object. The term is 
frequently assumed to mean or encompass the processing, 
compression, storage, printing, and display of such 

images. As eye tumour has different types, many open 
dataset are available for research purposes. Only a limited 
number of image data are available for study.  The images 
were collected from Miles Research, Eye cancer and 
uveal melanoma image databases. We have prepared 100 
abnormal and 100 normal images after analysing the 
disease conditions. More data is needed for deep learning 
technique. So image augmentation technique is applied to 
increase the number. Augmentation step contains a 
rotation of each image, width shift range of 0.1, height 
shift range of 0.1, brightness range of (0.3,1.0), horizontal 
and vertical flip. A new dataset has been created with 
2000 images.  

 B. Image pre-processing 

Image pre-processing step aims to prepare the input 
data for further analysis. It may use automated algorithms. 
Filtering is a vital procedure in signal processing, for 
outlining the capabilities of image, filtering suppresses 
completely or partially some elements of image. Image 
pre-processing mainly depends with the source. Two 
parameters influence in the picture quality. Intrinsic 
parameters are related with materials made and extrinsic 
parameters are related with the environment where the 
image captured [9]. Most of the images are in RGB 
format. Gray scale conversion is needed for converting 
the image into two dimensional arrays. Gray scale 
conversion methods are based on average, lightness and 
luminosity [10] 

Let R, G, B are the colour planes of an image. 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 =
(𝑅+𝐺+𝐵)

3
     (1) 

𝐿𝑖𝑔𝑡𝑛𝑒𝑠𝑠 =
(max (R,G,B) + min (R,G,B)) 

2
  (2) 

𝑙𝑢𝑚𝑖𝑛𝑜𝑠𝑖𝑡𝑦 =  0.21 R +  0.72 G +  0.07 B  (3) 

C. Eye ball segmentation 

Segmentation is the process of splitting the entire 
image into different parts.  Here eye ball is the region of 
interest (ROI) where the features of tumours exist. As the 
iris region is in circle shape, Hough circle detection is 
employed to separate the ROI [11]. The Hough transform 
is a technique of feature extraction which is used in many 
processes like digital image processing, image analysis, 
and computer vision. Two circle regions are inside the 
eyeball. The outer region can be easily separated and the 
inner region may not clear in diseased image. So outer 
circle detection is prioritised.  Canny based edge detection 
algorithm prepares the boundary of these regions. 
Gradient of the images extracted by applying different 
threshold values [12].  

A Hough circle is the transformation of all circular 
shapes to lines. This helps to identify the number of 
circles in an image. Circle is commonly represented as 

(x-a) 
2
+ (y-b) 

2
= R

2
   (4) 

x = a + R cos (θ)   (5) 

y = b + R sin (θ)   (6) 

a and b are the centre points of the circle, R is the 
radius, θ is the angle. 
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The hough transformation finds the probability of a 
circle within the radius. A search program is associated to 
find the intensity points within a circular shape and 
collects probable circle points.   The maximum and 
minimum radii can also be selected. Radius of the eye 
related with the eye structure of human, distance between 
camera and eye and camera parameters. For a particular 
dataset, it should be in a particular range. Figure 4 shows 
the circle segmentation in iris images. 

 

Figure 4: Circle detection using Hough transform 

 D. Feature Extraction and Classification 

In machine learning, feature extraction and 
classification are two separate processes. The common 
features of melanoma are Asymmetry, Border irregularity 
, color, texture, etc [13]. In the conventional ML 
approach, different features like mean, variance, standard 
deviation, texture pattern, etc can be selected from the 
ROI and then proceed with a classifier like SVM, Naïve 
Bayes, ANN etc[14]. In deep learning the entire ROI is 
put in a deep neural network model where the feature 
extraction and classification are simultaneously process 
[15]. 

Convolutonal Neural Networks (ANN) are the 
efficient deep learning network for computer vision based 
classifications.  It can be easily implemented with highest 
accuracy. LeNet is a gradient based learning network with 
multiple layers that is derived from CNN. CNN integrate 
three architectural design to establish shift, scale and 
distortion invariance [16]. These algorithms can classify 
eye tumour pattern with certain modifications. Figure 5 
shows the general architecture of CNN. The following 
four layers do the function of feature extraction and 
classification [17]. 

 
Figure 5:  CNN general architecture 

i) Convolutonal Layer 

The Convolutonal layer is the basic building block of 
a Convolutional Network. It involves different functions 

like Local Connectivity, Spatial arrangement and 
Parameter Sharing. 

Local Connectivity – Connecting neurons from one 
layer to others is seen as unrealistic, as it increases the 
parameter size and computational cost. In the CNN 
approach, every neuron creates a local connection to other 
neurons. filter size is a hyper parameter which establish 
the connectivity range. This parameter is similar to the 
depth of the input.   

  

(a)   (b) 

Figure 6: (a) 3D Input representation of CNN  (b) 

Convolution as alternative for fully connected network 

Spatial arrangement - The parameters controlling the 
size of output are depth, stride and zero-padding. The 
number of filters to be used is the depth. The amount by 
which the filter is slided is known as stride. For stride of 
1, filters are moved one pixel at a time. For stride of 2, 
filters move 2 pixels at a time. Thus the output volumes 
we get are smaller spatially. The amount of zeros with 
which we pad the input around its border is known as zero 
padding. This also gives us control over the size of the 
output spatially. The size of the output is given by 
(2P+W−F)/S+1, where P = zero padding amount, W = 
input size, F = receptive field size of neurons, S = stride. 

Parameter Sharing - Each neuron computes the 
gradient corresponding to its weights, but these gradients 
get added along each depth slice and only a single set of 
weights are updated per slice, during back propagation.  

2. Pooling Layer  

This layer gradually diminishes the spatial size of 
representation along with the number of parameters and 
computational cost in the network. It controls over fitting. 
The layer operates individually on each depth slice of 
input and resizes it by MAX operation. Most commonly it 
has filters of size 2x2, stride of 2 and down samples each 
depth slice by 2 along the width and height. It adds no 
parameters since it calculates a permanent function of the 
input. Besides max pooling, this unit can also compute 
average pooling or L2-norm pooling.  

3. Non-Linearity Layer 

A non-linear activation function which maps the 
feature map created by the previous Convolutional layer 
to an activation map is composed of this layer. It is an 
element-wise operation on the input such that dimensions 
of input and output are matching. Examples of such 
functions are sigmoid (logistic), hyperbolic tangent, 
rectified linear units (ReLUs) etc.  

4. Fully-connected layer 
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Complete connections to all activations in the previous 
layer are present in this layer, as in usual Neural Networks 
like Multi-Layer Perceptron. Their activations can be 
computed with a matrix multiplication followed by 
applying a bias offset. 

 

Figure 7:  Modified LeNet architecture 

 IV. RESULTS AND DISCUSSIONS  

The aim of this method is to classify the healthy and 
eye tumour images. Uveal melanoma is a type of eye 
tumour which is mainly seen in the iris, ciliary body, or 
choroid. Tumours arise from the pigment cells that are 
melanocytes which exist within the uvea giving color to 
the eye. These melanocytes are different from the other 
retinal epithelial cells originating in the retina that do not 
form melanomas. With augmentation technique, 2000 
images were generated . We used Keras and Tensorflow 
in Python . Google Colab was our workstation.  

For training, 80% of data (1600) was used and for 
validation and testing, 10 % of data (200) for each was 
used. Number of epochs = 50, learning rate = 0.001, 
Batch size = 32, optimizer = “Adam”, loss = “categorical 
cross entropy”. Hyper parameters were tuned by 
GridSearchCV method of sklearn library. As the amount 
of data was adequate, we did not need further data 
augmentation. 

  

 

Figure 8: (a) original image (b) Gray scale image (c) pupil 

detection (d) iris detection  

 

Figure 9: Edge detection and tumour region  

Receiver operating characteristic curve is a measure of 
performance of the system. It plots the true positive rate over 

false positive rate. The ROC curve in Figure 11, the 
performance of the model taking Normal condition as 
class one. Area under the curve is 0.98. Similarly ROC 
curve shown in Figure 12, treats Tumour condition as 
class one, Area under the curve is 0.95.  

 

 

Figure 10:  Tumour images in the dataset   

 

Figure 11:  ROC plot of Normal Condition 

.  

Figure 12:  ROC plot of Tumour Condition 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
 =  95 % 

𝑆𝑒𝑛𝑠𝑖𝑡𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
   =          97.87 % 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
  =         92.45 % 

V. CONCLUSION 

 Research work in ocular tumour or tumour need more 
attention in the present world. Many open sources are 
available for this research work. We selected eye tumour 
images from different databases for study purposes. We 
have developed deep learning algorithm with modified 
LeNet architecture which is a novel work in the field of 
eye tumour detection.  Here a new algorithm is proposed 
to detect eye tumour. Our method classifies the normal 
images with 98% accuracy and abnormal images with an 
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accuracy of 95%. Both of these results show that our 
model is able to distinguish well between Tumour and 
Normal condition. Our system can be effectively 
implemented into real life applications.  

More research works are expected to come across in 
the identification eye tumour. As the iris cameras are used 
for different purposes, more dataset shall be taken shared 
for research purposes. Hospitals can Implement eye 
tumour detection  system using iris camera. It  can be also 
implemented in real time mobile applications. More 
features can be analysed through machine learning 
algorithms.  
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Abstract—Electrocardiograph (ECG) signal analysis has been
used extensively to study a patient’s heart and detect problems
like arrhythmia for decades. Manual analysis of ECG in real time
is laborious and therefore not practical for doctors. Deep learning
helps make this job much easier due to quicker learning of signal
features and event prediction. Deep Learning classifiers can help
doctors differentiate between normal and abnormal ECG signals
based on the basic and advanced features of ECG signals. This
paper focuses on building a Convolutional Neural Network (CNN)
to classify arrhythmia in dual channel ECG signals based on
images generated by time series to image encoding techniques.
The ECG time series signals were converted into images using
Gramian Angular Fields (GAF) and Markov Transition Fields
(MTF). These images were fed as input into the deep learning
classifier which further classified the signals into various types.
Our model achieved an accuracy of 97% for the GAF images
and 85% per cent for the MTF images.

Index Terms—Gramian Angular Fields, Markov Transition
Fields, Convolutional Neural Networks

I. INTRODUCTION

The classification of ECG signals for cardiac diagnosis is
not a new concept. However, the popularity of deep learning
and computational biology has encouraged scientists to use
data science in analysing and classifying medical data. Moody
and Mark depicted the impact of storing ECG records as
an online catalogue in the form of the MIT-BIH Arrhythmia
Database (mitdb) [1]. This paved the way for a plethora of
classification algorithms for various kinds of ECG signals,
especially those that represent arrhythmia, a condition involv-
ing irregular heartbeat. Krishnan et al in [2] developed an
algorithm to classify cardiac arrhythmia using autoregressive
modeling. They were able to perform classification for four
kinds of arrhythmia. One of the most important features of
an ECG signal is its RR interval(interval between the QRS
peaks of two ECGs). Sideris et al in [3] were able to perform
classification of arrhythmia based only on the RR intervals of
the signals, which reduced computational complexity. Some
methods also reduced the features of the signals and then
performed classification, like Song et al in [4] who used
Linear Discriminant Analysis (LDA) for feature reduction and
Support Vector Machines (SVM) for classification. Singh et
al [5] used Recurrent Neural Networks (RNN) for classifying

multiple beats of ECG. The use of conventional Convolutional
Neural Networks (CNNs) for arrhythmia classification was
demonstrated by Jun et al. [6], where they used various deep
learning methods such as data augmentation in order to prepare
the ECG signals. These signals had to be converted to images
for input. Most methods for classifying ECG deal with single
channel recordings from datasets. In the case of multi channel
ECG,the morphology of the signal might change from channel
to channel and therefore single channel ECG classification
might prove fallacious, as demonstrated by Sanchez et al. [7].
Kim [8] proved that multi-channel ECG classification yields
higher accuracy than single channel ECG classification using
conventional signal input. Since ECG is a time series signal, it
is possible to use time series data analysis in order to encode
the signals into images for classification. This is not the direct
conversion of signals to images, rather a mapping of a one-
dimensional time series ECG signal to a colored image, as
depicted by Whang and Oates in [9]. This paper proposes to do
the same, for the MIT-BIH Arrhythmia Database. However, for
multiple classes, feature learning is important. For example,
while analysing Atrial Fibrillation (AF), Christov et al. [10]
were able to extract multiple features which could enhance
detection of AF in future algorithms.

Analysing features is important to perform classification
for various types of arrhythmia simultaneously. Gabbouj et
al. in [11] performed patient specific analysis and found that
inter patient variations also affect classifier performance. Nev-
ertheless, multi channel ECG data from the mitdb dataset can
be converted to images using Gramian Angular Fields (GAF)
and Markov Transition Fields (MTF), which have been imple-
mented in this paper for data preparation. In the case of multi
channel ECG, Barro et al. [12] showed that the morphology of
the signal might change from channel to channel and therefore
single channel ECG classification might prove fallacious. So,
here we propose to classify dual channel signals. Thiagarajan
et al. [13] used an approach of generating the channels for the
ECG signals and then classifying them accordingly. Zhang ,
Xiao and Ji [14] were able to perform classification based on
a faster region based Convolutional Neural Networks (CNN),
which included image generation and a fast CNN architecture.

2021 IEEE Seventh International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, ICBSII 2021-25th-27thMar’21 ISBN: 978-0-7381-4471-9/21

261



Liang et al. [15] used a combination of CNN and a Long Short
Term Memory (LSTM) networks, wherein the CNN performed
as normal, but the LSTM was able to retain some feedback
information which enhanced classification performance. Using
wavelet transforms, morphological features of ECG signals
were extracted by Coimbra et al. [16]. However, the episodic
nature of ECG has contributed to limited applicability in
classification due to small datasets and occasional anomalies in
signal morphology Clifford et al.[17]. Nevertheless, there are
multiple parameters that can determine the presence of AF,
like f-waves, absence of P-waves etc. Images capturing the
morphology of a heartbeat were implemented by Jiang et al.
[18] using one-hot encoding. Sujit et al. in [19] used advanced
methods like Synthetic Minority Over-Sampling Technique
(SMOTE) to enhance detection ability in Phonocadiogram
(PCG) signals.

Single lead signals of arrhythmia like AF can be classi-
fied without any pre-processing and still help obtain good
classification performance, as exhibited by Sujit et al. [19].
Limitations of ECG arrhythmia classification include requiring
to carefully select ECG recordings without cross validation,
beat loss during denoising and feature extraction, fewer classes
of arrhythmia and lesser classification accuracy for implemen-
tation as shown by Song et al [4]. However, these limitations
can be overcome as more and more data is collected from
patients, and the conversion of one-dimensional signals to
two-dimensional images means that initial noise filtering and
feature extraction can be avoided. Soman et al. in [20] were
able to detect AF in single lead ECG with the help of RNNs
with an accuracy of 95%. Since classification of all kinds of
arrhythmia in the MIT database would not reap impressive
results, major arrhythmia types can be selected like Ganesan
et al. [21], who chose 7 classes and proceeded with the
conventional CNN. Deep learning enables automated feature
learning, which is much faster than manual extraction, which
is important especially in the case of a random event like
arrhythmia. Comparing models for classification performance
is also abundant in the field of ECG analysis, as shown by
Saiharsha et al. [22]. In this study, we use the MIT-BIH
Arrhythmia Database (mitdb) for performing classification for
normal and arrhythmic beats.

II. METHODOLOGY

The typical conventional classification algorithm for ar-
rhythmia consisted of selecting one of the channels of the sig-
nal (V1 or V2), pre- processing the signal to remove artefacts
or baseline wandering, splitting each sample into smaller bits,
detection of Q peaks and presence of features unique to each
arrhythmia, feature extraction and eventually classification. In
this paper, however, we chose both the channels (V1 and V2
or MLII and V5) for each record and then converted them
into images. The two dimensional nature of images enables
us to color code each channel and map both signals onto the
plot. Fig.1 shows an ECG signal where arrhythmia is present.
This will also reflect in the image when the data is encoded
using the GAF and MTF methods. Fig. 2 represents the steps

involved in the entire project. Initially, the signal had to be
pre-processed, so we performed median filtering and baseline
wandering removal. This made learning of features for the
images much easier.

Fig. 1: Presence of an abnormal beat in the dual-channel ECG
signal.

Fig. 2: The project workflow diagram representing the steps
involved in the process.

A. Image Encoding

An ECG is a time series signal indexed in time order with
timestamps for each value. There may be recordings from
several channels for the same time interval. In this study,
we use ECG time series signals consisting of two channels.
Analysis of two channels at a single instance is difficult in
the one- dimensional signal, but can be made much easier by
converting the signal into a two-dimensional color image as
demonstrated by Yang et al. [23]. This helps map temporal data
of multiple channels (in this case, two) into a single image,
which will hopefully help better find features that may not
have been found if one-dimensional time series data had been
used. This kind of imaging is not a direct conversion, rather
an “encoding” of sorts, that is, a change in domain (like with
the GAF) or a transition probability (with the MTF). Through
this, we assume that the classifier performance will improve
for the dual channel ECG data.
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B. Gramian Angular Fields (GAF)

An image obtained from a time series signal, that contains
some temporal correlations between each time point. Initially,
time series data can be mapped onto the polar coordinate by
computing the inverse cosine function (arccos) of the values.
This representation based on polar coordinates is a new way
of interpreting time series. The corresponding values warp
on the spanning circles between different angular points,
analogous to ripples in water, as time increases. The angular
perspective can be used to define the temporal relation for
each distinct time interval after translating the time series into
the polar coordinate system by considering the trigonometric
sum between each point.The matrix, referred to as the Gram
matrix, is represented by G depicted in equation (1). It
represents the polar coordinates of each value in the time
series signal.

G =


cos(φ1 + φ1) .. cos(φ1 + φn)
cos(φ1 + φ1) .. cos(φ1 + φn)

.. ... ...
cos(φn + φ1) .. cos(φn + φn)

 (1)

Looking closely at the plot in Fig. 3, it is clear that the
intersection of both lines represents the QRS peak. The x- axis
represents the time and the y axis represents amplitude of the
signal. The colors also vary as blue represents the first channel
and orange represents the second. The GAF has different
advantages. Temporal dependency can be preserved as time
increases as the position moves from top-left to bottom-right.
However, the size of the Gramian matrix could be large if the
time series is long.

Fig. 3: The Gramian Angular Field of an interval of the ECG
time series signal.

C. Markov Transition Fields (MTF)

In a first order Markov chain along the time axis, the
elements of W constitute the transitions between quantile
bins. W becomes a Markov transformation matrix after
normalization. However, this matrix is time insensitive. The
Markov Transition Field is therefore defined as shown in
equation (2) in order to compensate for the loss due to lack

of temporal dependence.

M =


wij|x1εqi,x1εqj .. wij|x1εqi,xnεqj

wij|x2εqi,x1εqj .. wij|x2εqi,xnεqj

.. ... ...
wij|xnεqi,x1εqj .. wij|xnεqi,xnεqj

 (2)

In fact, the MTF M codes the multi-span transition proba-
bilities of the time series by assigning the probability at each
pixel from the quantile at time stage ti to the quantile at time
phase j. Each factor denotes the probability of transition with
k-interval time between points. For instance, with a skip step,
Mij=1 demonstrates the transition process along the time axis..
The key diagonal Mii, which is a special case when at time
phase ti k = 0 captures the probability of each quantile to itself
(the probability of self-transition). Fig. 3 illustrates the MTF
over the same signal fragment as was selected for the GAF.
A shift in amplitude over time is demonstrated by transition
lines and color variations.

Fig. 4: The Markov Transition Field of an interval of the ECG
time series signal.

D. Dataset

The recordings of ECG arrhythmia used in this paper are
taken from the MIT-BIH arrhythmia database [1]. The database
for this paper includes 8 ECG recordings (100 to 107), each
30 minutes long, that were chosen from 48 recordings. Each
signal is sampled at 360 samples per second. For images,
we needed only one waveform per image. Therefore, each
sample contained about 288 fragments that contained roughly
one cycle each. Therefore our primary goal was to split each
sample into approximately 2250 fragments of length 288,
which contain at least one PQRST signal containing one
peak. This was to ensure that when the images are generated,
feature extraction during classification becomes much simpler.
Each fragment was then encoded using GAF and MTF. Time
series requires that temporal dependency be preserved, which
is accomplished by the above two methods. For this study,
we selected 2700 images of each GAF and MTF. Beats with
15 distinct forms of arrhythmias are present in the MIT-BIH
database, including Standard. For this paper, we combined
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all the 15 forms of arrhythmia into one big superclass called
’Abnormal’ (A) and all the normal beats into ’Normal’ (N).
The database contains annotations for all signals. This means
that information regarding the occurrence of arrhythmia is
predetermined. The annotations give us exact points on the
dataset where the arrhythmia has occurred.

E. Convolutional Neural Network (CNN)

Once the signals are converted to images, they could be
labelled. The next step was to set up the classification model.
In this study, we implemented a conventional CNN for clas-
sifying the dataset, with all the layers and hyper-parameters
tuned to our needs. There is a trade-off between classifying for
various types and obtaining enhanced classifier performance
due to the small data size for some lesser recorded beat types.
In this study, we decided to perform binary classification,
which would help us achieve better classification performance.
We implemented a basic 2D CNN, based on the convolution-
pooling architecture. Each image was of size 224 x 224 at
the input layer. Three convolution-pooling layers, along with
a dense and flatten layer that uses a ’ReLU’ (Rectified Linear
Unit) activation function. For optimisation, we used the Adam
optimiser and trained it at a learning rate of 0.000001. The
model was run for 50 epoch for each image type and the clas-
sification report was obtained for each case. We implemented
the 80:20 split for the training and testing data respectively.

Fig. 5: The model used for this project It is a conventional
2D CNN that uses the ReLU activation function and Adam
optimizer.

III. RESULTS

Comparing the performance for both images, it was found
that the model that used GAF images as input had achieved a
training accuracy of 97%, as opposed to the model using the
MTF images, which obtained 96%. This is most probably due
to the lower error rate of the GAF, and the potential over-fitting

that has been observed in previous studies conducted on time
series encoding. As for testing, it was found that the model
using the GAF images as input achieved an accuracy of 97%,
which is higher than the model using MTF images, which
could obtain only 84% as per Table I. Although MTF displays
information about dynamics, GAF encodes static information.
We consider them as two ”orthogonal” channels from this
point of view, like various colors in the RGB image space.

TABLE I: Evaluation parameters for both image types
Accuracy (%) LossMethod
Train Test Train Test

GAF 97 97 0.34 0.38
MTF 96 84 0.22 0.51

TABLE II: Accuracy of models for both GAF and MTF

Accuracy (%) LossMethod
Train Test Train Test

GAF 97 97 0.34 0.38
MTF 96 84 0.22 0.51

Fig. 6: The training and testing accuracy of the model(GAF).

Fig. 7: The training and testing accuracy of the model(MTF).
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Fig. 8: The training and testing loss of the model(GAF).

Fig. 9: The training and testing loss of the model(MTF).

Both GAF and MTF are not traditional ’natural’ images;
they have no image-making characteristics. They are color
maps consisting of the ECG signal’s different sets of amplitude
values, the time representing the x-axis and the amplitude
representing the y-axis. The intersection of lines in the GAF
represents the QRS peak, and the color variations reflect the
change in values. As for the MTF, each transition is recorded
and color mapped for From Fig. 6 it is clear that the accuracy
of the GAF model is high for both the training and testing
phases. Fig. 7 shows a similar pattern for decrease in loss. The
GAF model was able to obtain better precision, recall and F1
score as compared to the MTF model as illustrated by Table II,
where N denotes ‘Normal’ and A represents ‘Abnormal’. As
observed in Fig. 8, the testing accuracy for the MTF images
was found to be much lower than the training accuracy. This
could be due to the complexity of the MTF image due to its
dynamic nature.

Fig. 9 also says the same story for loss, which does not
decrease significantly over the epochs. The accuracy and loss
curves for the GAF model are very low at the 50th epoch,
which is not the case for the MTF model. These curves
represent the performance of the models over time(epochs).
The x- axis in each graph represents the epochs and the y-
axis represents the value of accuracy or loss accordingly. The

more the model gets trained, the better the graphs turn out to
be eventually. This approach is used only for time series data
due to the temporal dependency nature of the GAF and MTF
methods used in this study.

CONCLUSION

The classification of dual channel ECG signals using time
series encoding was performed successfully . Compared to
Coimbra et al. [16], who obtained an accuracy of 96.5% for
randomly chosen data from the MIT database(single channel),
we were able to achieve 97% for the GAF image model.
The potential prospect of multi class models for the MIT
database performing well is difficult given the computational
complexity involved, lack of adequate data for lesser known
classes of arrhythmia, and the hardware constraints of the
computer on which the model in this study was executed.
However, advanced feature learning algorithms and increase in
data recording will help improve classification and detection
of various kinds of arrhythmia in the future.
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Abstract— Human beings have the ability to understand
and visualize various emotions on a daily basis. This
could be done by noticing various features such as facial
muscle movements, speech, hand gestures, etc. The
automated emotion recognition is an important issue and
has also been a lively research topic for the modern time.
At the moment, several research workers have taken
part in inheriting two or more unimodals for better
understanding. This paper shows an approach for
emotion recognition that uses three modalities: facial
images, audio signals, and electroencephalogram (EEG)
signals from FER and Ck+, RAVDESS and SEED-IV
datasets respectively. Finally, various fusion techniques
were approached and each of these fusion methods gave
different results. The maximum accuracy of 71.24% was
obtained with help of an autoencoder approach when
combined with SVM classifier.

Keywords—Emotion recognition, Multimodal, Feature fusion,
Autoencoder, Convolutional neural network (CNN), Deep
learning, Electroencephalogram (EEG)

I. INTRODUCTION
Emotion is closely related to our daily life as it involves

the act of selection and decision making process, which is
mainly involved by several external influences such as type
of personality, social role, etc. So, emotion analysis is a
process by which the emotional state of a person can be
easily determined. Each of these emotions has unique
features and specifications which can be observed for
classification and the key step for machines to identify
emotions on their own has been handled by pattern
recognition communities for developing a suitable human-
machine interaction [1]. Several modalities can be used for
this, but we have used EEG, as it directly involves brain
signals and gives a sense of authenticity, face and audio, as
the emotion can be identified effortlessly by merely looking
at the person and listening to their voice. In recent times
many researches have manifested that combination
of modalities, has shown better performance compared to
unimodals in emotion recognition. Hence, in our work, we
have approached multimodal emotion recognition instead of
unimodal because multimodal involves different datasets and
shows the diversity in the features extracted, thereby giving
us the best possible result. So, the combined effort of these
three modality will deliver a genuine outcome as the
comparative study [2] shows that fused multimodals are
much better than unimodals. So, four different feature fusion
approaches are tried in this work. But, there is a possibility
that the features might be of uneven sizes. One main reason
is that these datasets are gathered from multiple sources and

they do not share the same origin. After performing feature
fusion in four different ways, results were compared with
each other.

The layout of the paper is as follows: In the Section.II the
available research similar to our objective has been discussed
followed by the Section.III describing our proposed
methodology in order to obtain the target. Then comes the
experimental arrangement and the results for the same in
Section.IV, finally performance enhancement techniques has
been discussed in Section.V.

II. RELATEDWORKS

Facial expression is a prominent way of exhibiting
ourselves as humans. When it comes for an Human-
Computer Interaction, facial features have to be extracted
before processing. Silva et al. [3] extracted Active Shape
Model (ASM) features from MUG dataset and then tried
different classifiers: Linear Discriminant Analysis (LDA), K-
Nearest Neighbours (KNN), Artificial Neural Network
(ANN) and compared the performance of these classifiers. It
is proven that LDA showed better performance. Gogić et
al.[4] used local binary features (LBF ) for feature extraction
and a simple neural network which consists of one layer for
classification. They have tried the proposed method on
different datasets, among them CK+ dataset showed the best
result of 96.48%. Similarly, Mehendale et al. [5] used CNN
for both feature extraction and classification. A neural
network of 4 hidden layers four filters have been used. This
method was performed on different datasets and NIST
showed the better result of 96%. Speech is also an evident
way of representing ourselves. So, Kadiri et al. [6] used
datasets from two different languages and extracted almost 4-
7 different emotions with an overall accuracy of about
91.67% and 86.16% for IIIT-H (Telugu) and EMO-DB
(German) respectively by extracting 3 main different features
and plotting them in a 3D space. This paper proves that
language boundaries are not necessary to derive the emotion
of a person. Meanwhile, Nantasri et al. [7] used the
RAVDESS dataset and extracts mel-frequency cepstral
coefficient (MFCC) values to determine the emotion of an
individual. 20 MFCC values have been extracted to improve
the efficiency. The result shows an accuracy up to 82.3%,
which seems satisfying for minimally extracted features.

Meanwhile, Y Li et al. [8] proposed a novel neural
network, bi-hemispheric discrepancy model (BiHDM) to
learn the bi-hemispheric discrepancy information in EEG
emotion signals using three datasets viz. SEED, SEEDIV,
MPED. The accuracy of Bi-HD Model classification for both
subject-dependent and subject-independent experiments are
74.35% and 69.03% respectively. Apparently, Zheng et al. [9]
used SEED Dataset and trained the DBN models with the
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DE features from multichannel EEG data. This DBN-based
method selects meaningful critical channels and frequency
bands through the weight distributions of the trained DBNs
and has designed different profiles of electrode sets. They
also compared the performance of deep models with shallow
models and the results were provided. Ozdemir et al. [10]
introduced CNN into the process of emotional EEG
recognition. The innovation of this method is to adjust the
convolution kernel of the CNN to adapt to the input of EEG
signals and the accuracy of 0.8579 was achieved.

From all these surveys, it is visible that successful
emotion classification has been done using some verbal, non-
verbal and physiological signals. Even though they
performed well as unimodal inputs, many researchers have
used more than one of them for emotion recognition. For the
multimodal analysis different fusion techniques were
implemented. The work by Zheng et al. [11] proved that
unimodal results can be combined using fusion techniques to
improve the performance of the classifier. They were able to
achieve the unimodal accuracy for EEG signals and eye
gauze as 73.94% and 58.07% respectively. But by combining
those unimodal scores using 2 different fusion techniques,
they were able to achieve an accuracy of 75.6% using feature
level fusion technique and 74.9% using Decision level fusion
technique. There are different types of feature fusion
techniques that have been widely used. Liu et al. [12] used
pre-trained models to extract linear-frequency cepstral
coefficients (LFCC) features from raw EEG signals. The raw
EEG signals were preprocessed at first. Then LFCC and
ResNet-50 features were extracted from preprocessed EEG
signals. Both the extracted features from Resnet-50 and
LFCC, were concatenated in a traditional method for feature
fusion. Eventually, all the fused features are fed into several
different classifiers to recognize emotions. Similarly Nemati
et al. [13] studied, a hybrid fusion method for multimodal
emotion recognition in which the audio and visual modalities
are fused using a latent space linear map and then, their
projected features were fused with the textual modality.
Besides, the implementation result shows that textual and
audiovisual contents have improved the performance.

By summing up the literature survey, our aim in this
work is to use multiple modalities: EEG signals, Facial
expressions and Speech audio signals to classify among four
different emotions. The methodology we have adopted for
this work is to extract features of all three modalities using
CNN and to combine those resultant features by trying out
different feature fusion techniques aiming to improve the
performance score after classification. The different
approaches for feature fusion that have been widely used are
discussed below.

III. METHODOLOGY

To commence the work, various datasets were
gathered for various modalities. Then these datasets were
pre-processed and annotated separately by following a
standard annotation across all the datasets. Later, these pre-
processed raw data were sent to separate CNNs for feature
extraction. These extracted features should be fused together
in order to obtain the precise emotion. So, feature fusion was
done and four different fusion methodologies were executed
namely Normal concatenation, CNN Fusion, Single
Autoencoder (AE) and Multiple autoencoder fusion approach
as shown in Fig.1.

Fig.1. Block Diagram of the experimentation process.

A. Data preprocessing
The extracted raw data might have unwanted

interference or might not be in a directly usable form. So,
such raw data could deteriorate the model performance. In
order to overcome this, data pre-processing is widely
performed before extracting the features. In our work we
have performed diverse data pre-processing techniques for
all three modalities. The data pre-processing steps which we
have performed includes: Data transformation, Data
sampling, Data reduction, Data augmentation, Data
annotation, Data normalization. For a particular emotion in
each modality, we have restricted it with 180 files, in order to
reduce the analysis time. The annotation was done as per the
TABLE I.

TABLE.I. DATA ANNOTATION

Emotion Label

Neutral 0

Sad 1

Fear 2

Happy 3

For face, the data was transformed from (.jpg) images to
pixels. The pixel values were normalized between [0, 1] by
dividing the pixel values by 255. For audio, each signal was
sampled at the rate of 1500 kHz with an offset of 3.5
seconds. The number of audio files in ‘Neutral’ was
comparatively lesser than others, so there was a need for
augmentation. In this process, the number of files was
replicated by adding some noise, thereby increasing the files
to 180. Further, these values were normalized using Min-
Max Normalization technique as in (1). Likewise for EEG,
12 among 62 electrodes were chosen, as it displays a stable
pattern across all emotions [14]. Further, the signals from
the electrodes were sampled at the rate of 200 Hz and
normalized with the help of Min-Max Normalization [15].

CCD
AA

AAA 



 )(

)min()max(
)min(' (1)

Where, 'A contains Min-Max Normalized data, if
predefined boundary is D][C, , the range of original data is
A .

B. Feature Extraction
Feature extraction involves extracting the right

information from the raw data before classification. In order
to increase the accuracy of the training model, feature
extraction plays a pivotal role as it is necessary. It gets
processed by reducing the vector dimension [16] and
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simultaneously removes the redundant data values. In our
work, for feature extraction we have adopted a deep learning
method called Convolution Neural Network (CNN). CNN
consists of different layers in which each layer is formed by
performing different operations with the input. CNN is
specialized in selecting the right features from the input data.
Many research works using CNNs [17, 18, 19] were
performed and have achieved better results[20]. Similarly In
our work we have designed a two dimensional CNN for
facial and EEG feature extraction, and an one dimensional
CNN for audio feature extraction as shown in Fig.2.

Fig.2. Block diagram of feature extraction using CNNs.

Every CNN model was designed in such a way that the
dimension of the input array was scaled down gradually by
not missing any valuable information. For facial images, a
two dimensional CNN model was designed to extract
features from a dataset of grayscale images. This CNN takes
an input array of size (48,48,1) and the resultant features
were scaled down to an array of size (1,512) after flattening.
For audio signals, an one dimensional CNN model was
designed to extract features from this sampled raw audio
signal. The designed CNN model takes the input array of
size (1,3376) and the resultant features were scaled down to
an array of size (1,704) after flattening. For EEG, after
removing the stable patterns of electrodes, an input array of
size (12,1000) is given to the CNN. The resultant features
were scaled down to an array of size (1,448) after flattening.

C. Fusion
Data fusion is the way toward coordinating different

information sources to deliver more reliable, precise, and
useful information than that given by any individual
information source. Data fusion processes are often
categorized as pixel-level, feature-level and decision-level,
based on the processing stage at which the fusion takes place
[21, 22]. Description of them has been shown in Table II.

TABLE.II. TYPES OF DATA FUSION

S.No Data Fusion Description

1 Pixel-level fusion Raw data are fused

2 Feature-level fusion Extracted features from raw data are
fused

3 Decision-level
Fusion

Final score of each modalities are fused

In our work we have adopted feature-level fusion because
of its essential advantage of detecting the correlated feature
values generated by different sources, therefore identifying

the best set of features can result in a better performance. For
our feature fusion we have tried out four different feature
fusion techniques:

1. Simple Concatenation: In our first technique the
extracted features from different modalities were
simply concatenated one after another to form a
single fused vector as shown in fig.3. The face
features with dimension (1,512), audio features with
dimension (1,704) and EEG features with dimension
(1,448) were concatenated in the order of face, audio
and EEG respectively. The resultant fused features of
dimension (1,1664) were passed into a classifier and
the results were noted.

Fig.3. Block diagram for simple concatenation.

2. CNN fusion: For our second technique instead of
directly passing the concatenated vector to the
classifier, In our first technique the extracted features
from different modalities were simply concatenated
one after another to form a single fused vector as
shown in Fig 4. The face features with dimension
(1,512), audio features with dimension (1,704) and
EEG features with dimension (1,448) were
concatenated in the order of face, audio and EEG
respectively. The resultant fused features of
dimension (1,1664) were fused the individual features
using CNN [23]. The resultant fused vectors from the
CNN were of dimension (1,320). These vectors were
passed into the classifiers and the results were noted.

Fig.4. Block diagram for CNN fusion.

3. Single autoencoder fusion: Similarly, for our third
technique, we have replaced an autoencoder in place
of a CNN for fusion [24]. Autoencoder is a type of
unsupervised neural network which is widely used in

2021 IEEE Seventh International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, ICBSII 2021-25th-27thMar’21 ISBN: 978-0-7381-4471-9/21

269



dimensionality reduction. The basic working of an
autoencoder is, it first encodes the input and forms a
latent feature called bottleneck. Later the bottleneck
will be decoded to construct back the input. In our
third fusion technique an autoencoder was trained
with the simple concatenated feature as shown in.
Later the bottleneck of that autoencoder was extracted
as shown in Fig 5. and that was the fused vector used
for classification. The resultant bottleneck of the
autoencoder was of dimension (1,64) which was
passed into classifiers and the results were noted.

Fig.5. Block diagram for Single autoencoder fusion.

4. Multiple autoencoder fusion: Similarly, For the
final technique, we used multiple autoencoders for
fusion as shown in Fig 6. Initially, three autoencoders
were used to extract the encoded version of all three
individual modality features which were of a standard
dimension (1,64). Later they were concatenated and
sent into a separate autoencoder. The bottleneck of
that autoencoder was of dimension (1,128) which is
the final fused vector used for classification.noted.

Fig.6. Block diagram for Multiple autoencoder fusion.

D. Classification
After fusing the features using different techniques,

they were split into 70% for testing and 30% for training.
Later the training features were used to train three machine
learning classifiers:

1. Support Vector Machine (SVM)
2. K Nearest neighbors(KNN)
3. Random Forest.

Further, the respective testing features were used to analyse
the performance of each model and the classification
accuracy of them were noted. The results of all four fusion
techniques were tabulated for comparison.

IV. RESULTS AND DISCUSSION

A. Dataset description
Four datasets have been used for emotional

recognition. Ck+ and FER’13 for facial emotion recognition,
RAVEDSS for audio and SEED IV for EEG based emotion
recognition. The description about each dataset for individual
modality has been given below:

 Facial: we have availed images from two different
datasets: CK+ [25] and FER’13[26]. All the images
are 48 × 48 pixel, gray-scale images of faces. Total of
123 subjects have participated in CK+ experimental
setup. Emotions include neutral, sadness, happiness,
fear, Anger, contempt and disgust. The FER’13
dataset consists of 35k images categorized into eight
different emotions namely, happiness, neutral,
sadness, anger, surprise, disgust, fear.

 Audio: we have taken a publicly available dataset
RAVDESS [27]. In this dataset 24 voice actors (12
male, 12 female) performed 60 trials each trying out 7
different emotions. Each raw audio was around 2-3
seconds long and sampled at the rate of 1500 Hz.

 EEG: we have taken the SEED IV dataset [28]. It
contains EEG signals extracted from 15 participants.
For each participant, 3 sessions were performed on
different days, and each session contains 24 trials.
Signals were recorded with the help of 62-channel
ESI Neuro scan system.

B. Experimental setups and results
The experiment was done using an open source

Google product Collaboratory, which is based on Jupyter
Notebooks. The interpreter language Python version 3.8 and
its inbuilt libraries were used in this experiment. Initially we
have extracted the feature vectors from three individual
modalities and fused them using four different fusion
techniques. Finally the fused vector has been passed into
three classifiers namely, SVM, KNN and Random forest.
Performance of the four fusion techniques has been
evaluated based on accuracy. Comparative results of the four
fusion techniques we performed are presented in TABLE III.

From the results it is visible that the SVM model has
shown better results comparatively, and the fusion technique
using multiple autoencoders has shown a superior
performance compared to other tested techniques. The
combination of SVM and multiple autoencoder fusion has
outperformed other possible combinations. It has achieved a
higher accuracy of 71.24%. Followed by simple
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concatenation and SVM has performed well with an
accuracy of 67.59%. CNN fusion has the lowest accuracy
compared to all fusion techniques.
TABLE III. CLASSIFICATION RESULTS FOR FUSION TECHNIQUES

Fusion technique Accuracy (%)

SVM KNN Random
Forest

Simple concatenation 67.59 55.55 64.81

CNN fusion 52.77 42.12 52.77

Single autoencoder fusion 64.35 54.62 64.351

Multiple autoencoder
fusion

71.24 61.11 61.57

V. CONCLUSION
This paper mainly demonstrates the way in which

emotion can be discovered for putting together various
features from audio, face and EEG. Later, four feature
fusion methods were done and compared, out of which one
autoencoder fusion outperformed the others with an
accuracy of 71.24%. But, the performance of the work can
be enhanced in various ways. One way of doing this is by
converting the time series data of audio and EEG to an
image format before extracting the features [29].
Additionally, due the diversity in data used, our unimodals
might have missed the correlation with others. Hence,
performance would improve if the multimodal data were
extracted at the same instant, i.e. Dataset containing facial,
audio and EEG features extracted at the same instance using
common stimuli, from a familiar subject [30].
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Abstract—High flux hemodialyzer membranes of different 

average porosities were modelled. Diffusion and convection 

property of a toxin molecule through the membrane was 

observed through simulation using Finite element method. In 

this study, a porous membrane having a porosity of 0.15 was 

compared to that of 0.3 membrane porosity. Different 

synthetic polymers having such porosities were thus 

considered for this purpose. Effective diffusion and 

convection of a toxic molecule through the porous membrane 

over a period of time was modelled and then analysed to 

draw conclusion on the optimal porosity value. PMMA with 

a porosity of 10-20% shows better performance in terms of 

toxin clearance as well as endotoxin removal.  

 

 

Keywords— High flux membrane, Porosity, Diffusion, 

Convection, Fick’s Law, Diffusion coefficient, Dynamic 

viscosity, Finite Element Analysis. 

I. INTRODUCTION 

      According to the latest statistics of World Health 

Organization (WHO) and International society of kidney 

federation, more than 900 million people around the globe 

are affected by some or the other kind of kidney diseases 

which is roughly double the number of diabetes patients. 

Kidney diseases, unlike any other ailment are 

asymptomatic and could be diagnosed only when its 

functionality falls below 25%. Hence hemodialysis 

becomes the only effective treatment until a healthy 

kidney is available for transplant [1].    

      Because of this fact, Hemodialyzer and the dialyzer 

membranes are of great research interest. The membrane 

depending on their pore sizes are called as low flux 

membrane or high flux membrane. Superior membranes 

such as medium cut-off membranes and high cut-off 

membranes are also currently gaining popularity. 

However, an optimal dialyzer design that incorporates all 

the parameters involved in the process- both functional 

and geometric is yet to be modelled. Many studies and 

researches are carried out in this optimization processes 

and many theories have been proposed for the same [2, 3]. 

      The material used for the membranes and its porosity 

are also of great importance as it helps in improving the 

dialyzer performance and thus in optimization. Different 

synthetic polymers which are biocompatible are in use for 

the exiting dialyzer membranes but membrane fouling has 

not been eliminated completely.  Therefore more 

membrane materials such as Activated Carbon(AC)/ 

Polyethersulfone/ Polyvinylpyrrolidone Mixed Matrix 

Membrane (MMM) which helps in attaining endotoxin 

free dialysate [2] and Polymethylmetacrylate (PMMA) are 

widely being studied. The porosity of such membranes 

also plays a great role as in highly removing the uremic 

toxin- which is the primary need of any dialyzer 

membrane.      

      Researches and studies have proposed the use of an 

AC MMM for achieving the first time, endotoxin free 

dialysate solution and high elimination of toxins using a 

single membrane. With the use of such a membrane, 

endotoxin removal from the dialysate solution could be 

improved 10 times than that of commercial fibers. Protein 

bound toxins could be removed easily using MMM [4]. 

      While various other studies focused mainly on factors 

leading to protein fouling. Such studies took measures that 

completely avoid protein fouling such as careful 

observation of rate of clearance of uremic toxins in order 

to see whether the parameters introduced to avoid 

membrane fouling has affected the clearance rate [5]. 

Many papers threw insights on various materials that 

could be effectively used for dialysis treatment and 

various techniques to alter the membrane composition for 

better results. Membrane manufacturing and major steps 

involved are also accounted [6].  

      Research papers also discussed about the membrane 

fouling and how it blocks the pores. Membrane 

modification and ways to cleanse and distill these 

membranes were considered too [7]. A novel anti-fouling 

membrane was proposed. The paper claims to be an 

effective way to avoid fouling without increasing the mass 

transfer resistance [8]. 

      This paper focuses on the modelling and simulation of 

high flux membranes, having different porosities and 

material properties. From the literature, PMMA is 

assumed to show greater results compared to existing 

membrane materials. Hence, the two membranes in the 

study will follow close approximation of PMMA and that 

of commonly used polyamix. Uremic toxin molecule 

namely urea is being passed through a very thin 

membrane into a dialysate solution and the diffusion and 

convection property of the molecule is determined and 

thus the effectiveness of membrane is identified. The 
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results thus obtained could be incorporated in the optimal 

dialyzer design. 

      COMSOL Multiphysics- the finite element analysis 

software is used here for the design and analysis of the 

diffusion and convection properties of different high flux 

membranes. COMSOL Multiphysics is a cross media used 

for simulating designs, processes and infra-structures in 

all areas of physics and engineering. It helps in replicating 

the original model which could be fully done at user’s 

freedom. Transport of diluted species in the chemical 

reaction module of COMSOL is used here. A time 

dependent study is considered so as to determine the 

concentration profile of the toxin through the porous 

membrane at different time instances. The exact process 

was repeated again for different membrane porosities. The 

major design equations for the diffusion and convection 

include Fick’s law and partial differential equations [9, 10, 

11]. 

      The paper explains modelling and simulation of high 

flux membranes with different porosities and material 

properties so as to determine the better membrane material 

of the two. Section I show the importance of membrane 

material selection and how it helps in better toxin 

clearance and why membrane fouling should be avoided. 

Section II focuses on the methodology used in designing 

the porous membranes with different porosities for the 

diffusion and convection of a toxin molecule through 

them. It could be considered as two cases- case I 

simulation a porous membrane of material PMMA. 

PMMA has porosity of 10-20% [12, 13]. While case II 

involves the simulation of a porous membrane of material 

polyamix having around 30-45% porosity [10, 13, 14]. 

Urea having a diffusion co-efficient of 1690.346 X 10
-12

 

m
2
/s is considered as the toxin molecule that falls on the 

porous membrane in both the cases. . Section III provides 

the results of the two simulations. Comparative study of 

the same provides the final result on which membrane is 

more effective. Conclusions are thus drawn from the 

obtained results. 

II. METHODOLOGY 

      The study is divided into two cases. Case one is design 

and analysis of a porous high flux hemodialyzer 

membrane having porosity 0.15 and has membrane 

properties of that of a PMMA membrane. Diffusion and 

convection of uremic toxin, urea is analyzed. 

Concentration of this toxin molecule is determined over a 

time period. Case two is design and analysis of a porous 

membrane having porosity 0.3 and membrane properties 

of polyamix. In case II the design process remains the 

same as in case I. In both the cases transport of dilutes 

species is considered for porous media design. 

Appropriate porosity values were given for the membrane 

material. Other input parameters of the membrane 

considered were density and dynamic viscosity.  

      In either case, chemical reaction module of COMSOL 

Multiphysics was used. Also, Transport of diluted species 

was the interface used and a time dependent study was 

considered. Laminar flow was taken and concentration 

profiles were determined [10, 15]. 

A. Case 1  

a) Design and simulation of a high flux 

hemodialyzer membrane having 15% porosity 

      Here, diffusion and convection of urea through the 
membrane was studied. For this purpose, a droplet of 
impurity was considered to fall on the membrane surface 
which separates the toxin from the dialysate compartment. 
As shown in fig 1 the diffusion of the toxin molecule 
through the very thin membrane of thickness 0.007mm and 
into the dialysate compartment is observed.  

 

Fig. 1. Geometry of membrane (highlighted in blue), dialysate 
compartment and toxin molecule in COMSOL multiphysics 

b) COMSOL Simulation 

      In this model only the urea clearance was considered 

across the membrane. Chemical engineering module of 

COMSOL Multiphysics is used here considering the toxin 

molecule to be a solvent mix of blood and urea. Therefore, 

Fick’s law of this module can be made use of. The below 

mentioned simplified partial differential equation (PDE) 

describes the process of diffusion and convection in the 

blood and dialysate compartments [2, 10] 

 

where ci denotes the concentration of the toxin (mol/m
3
) in 

the respective phase. Di denotes the diffusion coefficient 

(m
2
/s) in the liquid phase and u denotes the velocity (m/s) 

in the respective liquid phase. 

For different toxins, the diffusion coefficient is 

different and is calculated from [10, 13]. 

 

…… 1 

...... 2 

…… 1 
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Here, MW is the molecular weight of respective toxins. 

Toxin diffusion at the surface of the membrane, within the 

membrane and in the dialysate compartment is 

determined. Very fine meshing was done at the interfaces 

of toxin molecule and membrane, and membrane and 

dialysate compartment. Figure 2 depicts the overall 

meshing. Extremely fine meshing at the interfaces could 

also be seen. The concentration of the toxin is not much 

effected at time = 0 minute as no reaction takes place at 

that instant. Same can be seen in figure 3. Figure 4 and 

figure 5 shows the concentration profiles at time 2 and 4 

minutes respectively.  

  

 

Fig. 2. Mesh created. Extremely fine meshing at the interfaces 

 

 

Fig. 3. Diffusion of toxin molecule at time = 0 min, Case I 

 

 

Fig. 4. Diffusion of toxin molecule at time = 2 min, Case I 

 

 

Fig. 5. Diffusion of toxin molecule at time = 4 min, Case I 

 

B. Case 2 

a) Design and simulation of a high flux 

hemodialyzer membrane having 30% porosity 

 Here too the exact process followed in case one was 
done but the membrane properties were altered. The 
dynamic viscosity, density and porosity of membrane was 
changed as per that of polyamix. 0.3 was the porosity 
given.   
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Fig. 6. Mesh created for case II 

b) COMSOL Simulation 

All the processes taken place in COMSOL simulation and 
parameter values other than the mentioned were similar as 
in case one. Here too very fine meshing was done for the 
interfaces. Figure [6] shows the meshing 

Figure 7 shows the concentartion of urea molecule at time 

= 0 minute and as in case I, here too at 2 and 4 minutes, 

the plots were observed which is as shown in figure 8 and 

figure 9 respectively. 

 

 

Fig. 7. Diffusion of toxin molecule at time = 0 min , Case II 

 

Fig. 8. Diffusion of toxin molecule at time = 2 min , Case II 

 

Fig. 9. Diffusion of toxin molecule at time = 4 min, Case II 

 

III. RESULTS 

      The model was simulated using COMSOL 

multiphysics 5.4 under a time dependent study. 

Concentration of toxin molecule, urea was set to be same 

at initial condition and the difussion effects were 

determined. From the results of the two cases, it is seen 

that the PMMA membrane with porosity 0.15 has faster 

diffusion properties as the initial concentration changes to 

0.00075 mol/m
3 

at 1 minute time and diffuses completely 

around 5 minutes. While polyamix with 0.3 porosity, 

takes around 10 minute for the complete diffusion of the 

toxin molecule as shown in fig. 10-13. The fig 10 and 12 

shows how the urea molecule diffuses along the dialysate 

compartment. At one minute time, only a portion of 

molecule is being diffused into the solution hence the 

initial concentation is slightly lower than for higher time 

ranges where the toxin further moves into the dialysate 

compartment through the porous membrane. Fig 11 and 

13 shows the diffusion process that happen at the surface, 

the initiation of reaction, at the middle of dialysate 

compartment and finally at the bottom of the 
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compartment. These figures help us to have a clear idea 

on rate of diffusion as well as performance of the porous 

structure in toxin removal. The better performance of 

PMMA membrane thus obtained through simulation is in 

strong agreement with the data available from literature 

[10, 12-14]. Porosity and its effect on diffusion was thus 

correl

 

Fig. 10. Diffusion of toxin molecule, Concentration plot across the 
membrane, Case I 

 

 

Fig. 11. Concentration Vs time, Case I 

 

 

Fig. 12. Diffusion of toxin molecule, Concentration plot across the 
membrane, Case II 

 

 

Fig. 13. Concentration Vs time, Case II 

 

IV. CONCLUSION 

      The study implicates that, diffusion process- the basic 

working principle of hemodialyzer varies with different 

membranes of different material properties and porosities. 

The design of high flux hemodialyzer membrane using 

PMMA shows better toxin clearance at a faster rate with 

minimal fouling. This process of better material selection 

could in turn helps in increasing the overall dialyzer 

performance further helping one step ahead in the design 

optimization procedure. Therefore, further studies and 

researches on modelling high flux and medium cut off 

membranes using PMMA polymer is much 

recommended.  
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Abstract—Work-related musculoskeletal disorders (WRD)
have a high prevalence among office workers, which is even
worsen with the current shift to home working office. Tools to
assess their work setup in order to create awareness and reduce
ergonomic risks are in need. There are tools available that allow
ergonomic risk assessment to be carried out in a quantitative and
qualitative way. However, quantitative tools require specialists’
collaboration, while qualitative tools do not provide a quantifi-
cation of risk and do not consider other variables, such as social
and psychosocial factors. In this sense, we introduce the concept
of a self-assessment tool, named microErgo, that calculates the
risk of developing pain or WRD based on ergonomic exposure
for its prevention and promoting self-awareness. This tool’s
construction requires an understanding and determination of the
risk factors present in the office scenario. The risk associated
with each factor must be considered and modeled by additional
variables, such as individual characteristics or psychosocial. The
final ergonomic risk is calculated by combining all sources of
risk and transcribing it into a microErgo scale. microErgo is
a concept to build an easy-to-use tool that combines existing
ergonomic models with statistical data to calculate the risk of
developing pain or WRD based on completing a self-assessment
questionnaire and provide recommendations based on the risks
identified.

I. INTRODUCTION

Work-related disorders (WRD) have a major impact on
the well being of workers. WRDs negatively influence pro-
ductivity at work and increase the amount of absenteeism
among the work force, thus also directly affecting companies
economically and financially. In total, 7.4% of European
workers suffered from work-related health problems, being
mostly reported as musculoskeletal, stress, depression and
anxiety [1]. In office jobs, mostly computer work, 10 to
62% of workers have reported muskuloskeletal disorders [2].
Moreover, with the increasing need for remote work at home
offices, this tendency is set to rise, which demonstrates the
utmost importance to develop improved strategies for WRD
prevention.

Several tools are currently available to quantify the exposure
to ergonomic risk factors, namely RULA, EAWS and ROSA,
among others [3], [4], [5]. However, these typically require
(1) the supervision of experts on the field, (2) extensive

observation of variables and (3) identification of all possible
risk factors. Additionally, these tools usually are validated
based on pain reports thus only viewing the problem of WRDs
from a physical perspective. However, research has shown
that also psychosocial and environmental factors contribute to
WRDs [5]. Other tools are also online available to provide a
qualitative assessment of ergonomic risk. These are interesting
as self-assessment tools, providing postural awareness to the
user. Moreover, the improvements in postural awareness have
been associated with reduced pain reports [6]. However, these
tools lack (1) the quantification of the associated risk and (2)
how the cumulative effect of this risk increases the chance of
a disorder.

In this work, we propose a concept for a tool that is able to
provide a quantifiable risk measure of exposure to ergonomic
risk factors using evidence based on ergonomic guidelines.
The primary focus of the tool lies in an user-friendly self-
assessment that generates an ergonomic risk. The user is
informed about this risk and which strategies could use to
reduce it, thus increasing the user’s awareness. The proposed
tool is called microErgo.

It is relevant to note that this tool will not diagnose or
provide medical expertise to deduce occupational injuries. It
does present an estimation based on the available evidence
provided by the user’s inputs and the bibliography available.
The inherent purpose is to enable ordinary people to do back-
of-the-envelope calculations and, based on that, make personal
decisions. With informative content, people can be more aware
of their occupational habits and environment, as well as the
risk factors to which they are exposed to, and take better
decisions to prevent occupational disorders from happening.

This manuscript is structured in the following manner: (1)
description of current available tools for ergonomic assess-
ment, (2) tool concept description, (3) work plan to generate
the concept, (4) demonstration of an example of what could
be this tool and (5) conclusion and future work.

II. EXISTING TOOLS

In the literature some available tools for ergonomics risks
assessment can be found. They can be divided in two main
groups: quantitative and qualitative assessment tools. Most of
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these methods are based on the observation of the physical
workload at work and monitoring the effects of the ergonomic
changes.

A. Quantitative Tools

Quantitative tools are able to give a detailed and quantifiable
assessment of a work process or a work station setup. They
produce scores that allow for a categorization of the risk.
However, these tools usually need to be administered by
ergonomic specialists in order to be correctly used and, thus,
there is chance for misuse among non-professionals. In the
following section we present some of these tools.

Rapid Upper Limb Assessment (RULA) [3] is a tool
designed to assess the exposure of workers to risk factors
associated with work-related upper limb disorders. It has
demonstrated low-moderate validity and moderate-good inter-
rater reliability. RULA considers posture, force and movement.
The final score is between 1 and 7 and a higher score is
associated with greater risk level. This tool focuses on the
postures adopted by the worker but it is not able to assess
psychosocial factors or work style through the observational
methods used.

Another available tool to assess biomechanical and er-
gonomic factors is the Rapid Office Strain Assessment
(ROSA) [5]. It was designed not only to quantify risks
associated with each component of a typical office workstation
but also to establish an action level for change based on
reports of worker discomfort. ROSA proved to be an effective
and reliable method for identifying computer use risk factors
related to discomfort. It was created using postures that were
described in the CSA Z412 guidelines for office ergonomics
which were developed by a panel of ergonomic experts [7].
This method is organized in several sections such as: chair,
monitor, telephone, keyboard and mouse. The scores verified
in each subsection are combined to achieve a ROSA final
score, which indicates the overall risk of musculoskeletal
discomfort. The individual posture and equipment scores for
each risk factor were modelled after deviations from a neutral
posture given by the CSA. These deviations are also supported
as risk factor for the onset of musculoskeletal disorders. ROSA
should be used by an observer which selects the appropriate
scores based on the posture of the worker at the computer
workstation.

OCupational Repetitive Action (OCRA) [8] is one of the
most widespread observational risk tools for assessing biome-
chanical risks related to repetitive tasks performed by upper
limbs. The OCRA index is based on the ratio between the
daily number of actions actually performed by the upper
limbs in repetitive tasks, and the corresponding number of
recommended actions. The main drawback of this method
is the time consumption required for the computation of all
considered factors.

Moreover, there is a self-report instrument which assess
mixed ergonomic and psychosocial factors called Maastricht
Upper Extremity Questionnaire (MUEQ) [9]. It assesses the

occurrence and nature of Complaints of Arm Neck and Shoul-
der (CANS) in computer workers and it associates physical
and psychosocial risk factors. This questionnaire covers six
domains: work station, posture, quality of break time, job
demands, job control and social support.

B. Qualitative Tools

Qualitative tools are easy to use and mostly online based.
These tools can be used in order to quickly acquire knowledge
on ergonomic risks and get information on how to set up work
stations and reduce possible risks. These tools, however, lack
the quantification of risks and, thus, lack the possibility to
assess potential risks. In the following section, we will present
qualitative tools.

One of these qualitative tool is Ergotron [10]. It is a tool
that helps to build an ergonomic workstation using simple
web applications to create a more ergonomic work space.
These enable the user to check the ergonomic fitness of the
workstation through questionnaires and get recommendations
from the provided answers. Additionally, Ergotron provides
guides for the promotion of the ergonomics of standing. Their
approach to improve workstation ergonomics is based on three
key elements (1) neutral posture, (2) voluntary motion, and (3)
rest time.

The European Agency for Safety and Health at Work has
also released an extensive online risk assessment tool, called
Online interactive Risk Assessment (OiRA) [11]. OiRA has a
set of risk assessment tools for a variety of different working
environments, ranging from agriculture to working with metal.
The website also provides an assessment tool for office work.
This tool assesses risks associated with office workstations,
office layout, office environment, workers, and work organ-
isation. The tool is set up in a simple questionnaire format
with additional information presented with each question. Thus
the users can easily inform themselves on the risks before
answering a question. After the questionnaire is completed,
an action plan with recommendations on how to reduce risk
together with a timeline when measures against possible risks
should be implemented, is generated.

There also exist other tools with a similar purpose as
Ergotron and OiRA, such as [12], [13].

III. CONCEPT DESCRIPTION

The proposed tool will be based on a model that considers
available ergonomic tools of both quantitative and qualitative
nature, but additionally takes into account statistical informa-
tion to modulate the risk based on individual and psychosocial
variables. The information gathered from these sources can
be categorised as (1) information for risk factor assessment
and (2) information for risk factor modulation. The concept is
visualised in Figure 1.

The quantitative and qualitative tools, such as ROSA [5],
RULA [3], MUEQ [9] or OiRA [11], will be leveraged
to produce a set of user-friendly and easy understandable
questions used for risk factor assessment. These questions will
thus ask for information to identify potential ergonomic risks,
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Fig. 1. microErgo Concept. A mathematical model combines a set of risk factors for assessment with a set of risk factors for modulation to generate a
microErgo Risk and respective recommendations.

which can be attributed to, for example, having a bad posture
during work, the time spent seated, the setup and the type
of office equipment used, etc. Each question, or section of
questions, will produce N risk scores that are calculated based
on the existing quantitative and qualitative tools.

Risk factor modulation is based on statistical information
that could be derived from age, gender, the tendency to make
physical exercise, etc.. As Korhonen et al. [14] have shown,
these examples of risk factor modulation are strong predictors
for WRDs. The hereby gathered parameters are then used in
a statistical model that determines a set of N weights. The
exact type of statistical model still has to be determined but
each weight can generally be expressed as

wi =

N∑
j=1

p(di|mj), (1)

where wi is the i-th weight for a WRD and di and mj are a
WRD (e.g. neck pain), and a j-th modulation factor (e.g. age),
respectively. In case there are multiple modulations factors
associated with the same WRD, the final wi is the sum of the
modulation factors weights.

The model has two outputs: a final microErgo risk score
and a set of microErgo recommendations. The microErgo risk
score is calculated by

microErgo Risk = α

M∑
i=1

wisi, (2)

where si is a score that was calculated from the risk factor
assessment and M is the total number of risk factors for
assessment in use. α is a variable that changes according to M
and N , and corresponds to the conversion factor to microErgo.
α is calculated based on the maximum of each risk factor
assessment and the maximum of each risk modulation factor,
and in that scenario the microErgo Risk is equal to 1.000.000
microErgo. This is based on the definition of a microErgo to
be a one-in-a-million chance of contracting an injury from a
WRD. The microErgo score that is calculated takes inspiration
from the micromort concept [15].

The recommendation will contain an informative part and
a suggestive part. The informative part gives context and
explains from what actions certain risks stem from. This could

be, for example, that the user is informed about ergonomic
risks that are attributed to postural misalignment during work.
By adding this informative part to the recommendation, we
aim to give the user a substantive overview of the associated
risks and thus increase the user’s awareness for these. In
the suggestive part of the recommendation, the user will be
presented with a possible suggestion on how to reduce the
risk. Suggestions will be given as a combination of text and
images in order to make these as understandable as possible.

IV. HOW DO WE GET THERE

The concept and idea of a microErgo scale to measure the
microErgo risk that contributes to musculoskeletal pain and
disorders, demonstrates a complexity inherent to the open set
of existing scenarios and risk factors. As mentioned in Section
I, this tool will not give a medical assessment, but rather
put in perspective the user regarding sources of micro risk
and how do these contribute to pain or injury, triggering a
sense of awareness in the user. Such functionality will have
to answer to several questions, namely (1) what represents a
musculoskeletal risk factor, (2) how much risk does it imply,
(3) are there variables that aggravate risk factors, (4) how to
validate the microErgo scale and (5) how to setup a set of
validated recommendation based on the risks identified.

This section will provide guidelines in answering the men-
tioned questions, being divided in (A) Exploratory Information
Gathering, (B) Building the formulation, (C) Test and valida-
tion.

A. Exploratory Information Gathering

The first stage in designing microErgo requires an exhaus-
tive research of scientifically validated information. From the
gathered information, we should be able to define the list of
risk factors that are relevant for office scenarios, sort their
relevance and attribute a risk score. This should be based
on the existing screening tools mentioned in Section II. For
instance, for office scenarios, ROSA and other qualitative tools
are available to give guidelines on the risk factors that exist
and quantify them, such as the workstation setup and certain
postural angles [5].

Besides the presence of risk factors, the literature indicates
that several other variables affect and aggravate pain, posture
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and therefore risk of injury, such as age, gender, smoking
habits, psychosocial variables, among others [5], [14]. There-
fore, an exhaustive search on risk modulation variables should
be made. The increase impact of these in pain reports should
be accounted and used in the formulation step.

Finally, a thorough research over which recommendations
are indicated by health organizations for specific risk scenarios
has to be made. As recommendations have to be reliable and
lead the user in improving current conditions, this work section
is of utmost importance.

B. Building the Formulation

After gathering the necessary information, the microErgo
formulation will be made for all possible scenarios. This
process requires two layers of information: (1) the front-end
section, which corresponds to questions that are used on the
self-assessment survey and (2) the back-end section, which
receives the answers, combines the inputs in a mathematical
model and calculates the final microErgo score.

The set of questions of the survey has to be user-friendly,
while at the same time, be associated with a quantifiable
risk factor from the available screening tools. Given that the
aim is to provide a self-assessment survey and the existing
quantification of risk usually relies on the collaboration of a
specialist, a translation of the existing tools to an easy to use
questionnaire is needed.

Additionally, personal and psychosocial variables have to be
included, when found on the literature, to be associated with a
change in pain reports. These variables will be used as mod-
ulation factors of the risk scores, attributing a higher weight
to the risk when the variable aggravates pain reports. Further,
in Section V is presented an example that demonstrates how
these variables are used to modulate the risk.

As presented in Figure 1, the process regards the usage of
two sources of information: variables that give a risk value,
and variables that modulate the risk values used. All the
modulators that contribute to a certain risk variable will be
combined with it, as presented in Section III.

C. Test and Validation of the Formulation

The developed formulation will have to be tested and
validated. The process will require the expertise of a multi-
disciplinary team of specialists in engineering, ergonomists,
psychologists and occupational therapists. This process will
follow the validation strategies found in existing screening
tools [3], [5], which will involve (1) correlating the final scores
with current methodologies and (2) correlating the final scores
with pain reports. Based on the finding results, the type of
questions included in the tool and their respective formulation
will be adjusted.

Additionally, the recommendations that will be provided to
the user will have to be tested in terms of comprehension,
effectiveness and value. Based on these metrics, we will adjust
the way recommendations are presented to the user.

V. DEMONSTRATION

In this section, we present a simple example that demon-
strates how microErgo could combine assessment tools and
statistical data to estimate an ergonomic risk.

To provide this example, we decided to use an effective
tool that assesses ergonomic factors in office workstations
(ROSA) [5] and two risk modulation factors that were already
associated with an increase of ergonomic risks: age and stress
[16]. In a future approach, it is important to translate ROSA to
a self-assessment survey, to be answered directly by the final
user and not by a specialist.

In Figure 2 it is illustrated how the microErgo risk is
estimated for the same subject and compares the result of
two different postures. This illustration is aligned with all the
further explanation.

The stages that the proposed concept follows to reach its
outputs are described below.

A. Interaction

An interface will be provided to the user, in which is
presented the ergonomic assessment tool: ROSA assessment
based on Chair, Keyboard and Mouse scores, scaled from 1
to 10. To assess the risk modulation factors, the user fills a
questionnaire with the age in years (Options: <35, 35-44, 45-
54, 55-64) and mental stress (Options: Not at all, Little, To
some extent, Much).

The reported values for the two scenarios of the example
are presented in Table I.

B. Score based on ROSA

The ROSA assessment is made based on Chair score,
Keyboard+Mouse score and duration. Given the reported data
presented on Table I, the two scenarios have different scores,
with a result of 6 for the top scenario and 4 for the bottom
scenario.

C. Statistical Modelling

As was already mentioned, this example includes age and
mental stress as modulation factors. To define the impact of
these factors in posture, which corresponds to the weight
mentioned in Equation 1, we used the Odds Ratio (OR), which
measures the strength of the association between two events
[16]. Viikari-Juntura et al. [16] reported that the OR between
workers with age of 55-64 years old and pain reports is 1.8
and the OR for a mental stress of ”to some extent” is 2.2.
Regarding that we have just one score from ROSA, and these
two modulation have an impact on the reported WRD, the
final weight from the statistical modeling will be the sum of
the two OR: 4. This weight is the same for both scenarios.

In case there is a scenario with some modulation factor that
does not has an impact on posture, this would not be regarded
in the weight calculation associated with this WRD.
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Fig. 2. Example of the microErgo tool application. Two examples with different inputs are given, on the top is presented an user with a incorrect posture
and on the bottom the same user has a more correct posture. The respective outputs of the model are presented, as well as the microErgo Risk.

D. Estimation of Risk

As mentioned in the Section III, a microErgo is a one-in-
a-million change of contracting an injury, so this risk ranges
from 0 to 1.000.000.

Based on Equation 2, and given that we have the score of
ROSA and the weights of age and mental stress, the first step
is to calculate the α factor to microErgo. For that, we use the
maximum risk value and the maximum values of the tools and
modulation factors, which are:

• Maximum risk: 1.000.000
• Maximum ROSA score: 10
• Maximum age factor: 1.8 (from [16])
• Maximum mental stress factor: 6.2 (from [16])
Applying these values in Equation 2:

α =
1000000

10× (1.8 + 6.2)
= 12500 (3)

With the α value for this example, the microErgo risk for
this example is estimated by Equation 4.

microErgo risk = α×(wage+wmental stress)×sROSA (4)

Applying Equation 4 for the two scenarios of the example,
for the top scenario the risk is of 300.000 microErgo, while
for the bottom scenario the risk is lower, being 200.000
microErgo.

E. Output

From this tool there are two outputs that will be provided
to the user through the interface: the informative part and the
suggestive part. The informative part includes the microErgo
Risk that was calculated, and the suggestive part includes

specific recommendations according to what was assessed and
respective modulation factors. Comparing to the existing tools
presented in Section II, the first part is similar to what the
quantitative tools propose, and the last approach is similar to
what the qualitative tools provide.

An example of recommendation provided in the bottom
scenario could be to place the monitor at a correct distance,
since it is too far, and explain the risks associated with this
type of postures.

VI. CONCLUSION AND FUTURE WORK

In this work, we have presented a concept for microErgo,
an ergonomic tool that combines quantitative and qualitative
assessment tools, as well as statistical data in order to give a
more comprehensive and easy to interpret risk self-assessment
for WRDs.

microErgo is a flexible tool and can be adapted to the user
needs. In the example provided in V, posture, age and mental
stress were included in the tool, but the final score could be
adapted when different tools or modulation factors are added.

In relation to previous work, we aim to provide a unique risk
measure, instead of different scores that are obtained from the
existing quantitative tools. In addition, we pretend to have self-
assessment surveys built from the existing tools to fulfill the
major aim of microErgo: increase the awareness for WRDs
and the associated ergonomic risks that lead to these, which
have been already associated with reduced pain reports [6].

Comparing with the suggestions that the qualitative tools
provide, we aim to have a mix of text and images in order
to make these as understandable as possible. In a future
perspective, we can create a database with the outputs from
all users and present to each user a statistical study about the
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Assessment Top Scenario Bottom Scenario
Duration >4hours of daily sitting >4hours of daily sitting
Chair Too low height with adjustable Correct height with adjustable

Too long pan depth without adjustments Correct pan depth without adjustments
No arm rest support and non adjustable No arm rest support and non adjustable
No back support and non adjustable Back support and adjustable

Monitor Eye level, but too far Eye level, correct distance
Mouse+Keyboard Mouse in line with shoulder Mouse in line with shoulder

Wrist in positive angle on the keyboard Wrist in correct angle on the keyboard
Age 55-64 years 55-64 years
Mental Stress To some extent To some extent

TABLE I
REPORTED DATA IN ROSA AND QUESTIONNAIRE FOR THE TWO SCENARIOS PRESENTED IN FIGURE 2.

WRD based on the available data and a comparison between
the user and the population assessed.

An interesting input to the modeling processing, that should
be regarded in the future, is to have the microErgo risk as a
risk accumulated over time. This would answer the question:
how the cumulative effect of this risk increases the chance of
a disorder and therefore provide a higher level of awareness
over the cumulative effect that risk has if maintaining the same
habits.

The presented concept still finds itself in the early stages of
the design and development process. Thus, in the next steps,
the development plan presented in section IV will be followed.
Findings and executed studies during the development process
will be published in future works.
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Abstract -Among the different biological parameters, heart 

rate (HR) plays a very significant part in the disease diagnosis. 

It confirms the state of living of a person. Heart rate gives an 

idea about the person’s health and hence it should be observed. 

Nowadays, a non-contact based method is more comfortable, 

low cost, simple and easy to use. In this era, with an increase in 

automobiles, people who are engaged in driving are also on the 

surge. Such people are also victims of cardiac-related diseases. 

The proposed method demonstrates real-time non-contact heart 

rate monitoring systems that enable the detection of cardiac 

activity cycles without any cutaneous contact using machine 

learning. The methodology involves the extraction of heart 

beats signals from face images using independent component 

analysis. Neural network is employed to generate the BPM from 

the samples. As part of preparing the dataset, a heartbeat 

sensor is developed with a microcontroller. The algorithm is 

successfully tested with real time face images and the non-

contact based detection method more conveniently helps to 

measure HR with more acceptable accuracy. It can apply to the 

drivers for the prevention of accidents or manual labourers 

who work in. 

Keywords: Heart Rate (HR), Machine learning, High-

resolution camera, Independent Component Analysis (ICA), 

Principal Component Analysis (PCA), Neural network. 

I. INTRODUCTION 

Heartbeat is one of the diagnostic tools for heart 

failure[1].Monitoring the rate of heart and surge in pressure 

of blood is an important thing for human health and plays an 

important role for the various dangerous situations. 

Contactless systems are convenient, cheap and user friendly 

[2].The color differences occur in the facial region because of 

the heart‟s nature of sending blood to different parts of our 

body. Thus, we obtain our heart rate from the color sequences 

produced. The heart is a muscular organ which pumps blood 

through blood vessels in most animals. Heartbeat refers to the 

cycle of heart muscle contraction. It occurs with an impulse 

from the Sino atrial node. A heart rate below 60 bpm is 

considered to be very low. The heartbeat of a person can be 

checked manually in two ways. One of them is by checking 

the pulse on the wrist, known as radial pulse and another 

method is by checking the pulse from the neck known as the 

carotidpulse [3]. 

The procedure involves placing 2 index fingers on either 

the wrist or neck and then taking count of the number of 

pulses for 30 seconds. It‟s then multiplied by 2 to get the 

actual heartbeat. Another method to measure pulse is by the 

process of heart rate sensor. It works on the principle of 

photoplethysmography, ie, any change in volume of blood 

causes a change in the light intensity through that 

organ[4].Heart rate refers to the number of times the heart 

beat occurs in a minute. The normal rate is 60-70 beats per 

minute. Some of the cardiovascular diseases are: 1) 

Atherosclerosis 2) Heart attack 3) Stroke 4) Heart failure 5) 

Arrhythmia 6) Heart valve problems[5]. 

The Heart Beat is mainly represented with the help of 

QRS waveform. The P wave (0.25mV, <80ms) represents 

atrial depolarization (activation). The QRS complex (2.5-

3.0mV, 80-100ms) represents the repolarization of auricles. 

The time passed by two successive R waves is given by the 

R-R interval. The T wave (<5mV, 160ms) represents the 

repolarization of ventricles [5]. 

 

 
Figure 1 :   Normal ECG 

II. LITERATUREREVIEW 

In 1995, Costa et al. investigated the first non-contact 

health monitoring system in which camera images were used 

to obtain different health indicators from varied colour 

sequences occurring in the human body [6]. This reported 

only a graph of heartbeat but did not report quantitative 

results and any relation with ECG signals used for 

comparison [7]. Takano et al. simultaneously extracted some 

parameters. MATLAB custom functions were used for the 

extraction of HR and HRV. RR and BVP are other 

parameters, extracted from the images [8]. In this, heart rate 

monitoring occurs for a particular period, but the efficiency 
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cannot be defined. Kenneth et al, proposed a method for 

obtaining two PPG signals at the same time using contactless 

systems but with varied wavelengths. The system extracted 

SPO2 successfully [9]. 

In 2008, Verkruyse et al used a method of obtaining HR 

and RR from pre-recorded frames using a proper light source 

from 30 seconds to a few minutes using simple and 

inexpensive digital cameras[10].In 2009, Banitsas et al. 

presented a method involving usage of a smartphone camera 

to obtain heart rate. Finger was used as the main source of 

obtaining information[11]. In 2011, Poh et al. introduced an 

algorithm with computer webcam. It was used to directly 

obtain the information from the primary colours. Sensors 

were used to record the BVP with the respiration. 256 Hz 

sampling rate was used. They were extracted from a 1 minute 

color facial video using fast Fourier transform[12].In 2014, 

Zhang et al. introduced a webcam based approach for 

observing the life indicators of drivers contactlessly.HR and 

RR is processed using fast fourier transform. Once, the 

camera obtains the face images, extraction into primary color 

channels is done [13]. 

Guo et al. introduced a method to track the heart rate of a 

driver, by creating an actual scenario of driving challenges. 

Face regions were divided into 7 sub regions and average 

HRV is calculated from BVP obtained by the Independent 

Component Analysis method[14]. Xiaobai Li et al. introduced 

another method. Heart rate was obtained by creating an actual 

man-machine interactivity scenario [15]. 1n 2015, Rahman et 

al. introduced a contactless method for life indicator value 

abstraction. Apart from the heart rate and RR, another 

parameter named inter bit interval was also measured. Even 

this method included the usage of a laptop with a webcam [2]. 

III. PROPOSED METHOD 

“Real Time Heart Rate Monitoring using Computer 

Vision” uses a camera for imaging and signal processing to 

measure heart rate. Figure 2 shows the block diagram. This 

proposed method demonstrates real-time non-contact heart 

rate monitoring systems that enable the detection of cardiac 

activity cycles without any cutaneous contact using machine 

learning and a high-resolution camera. 

IV. METHODOLOGY 

a) Image Acquisition 

Image is taken using a webcam. The successive images of 

the person are taken for a dataset collection for further 

analysis. High resolution camera with proper lighting is used 

to capture the video. This video is converted to frames. 

LogiTech HD camera with a frame rate of 30 per sec is used. 

50 person‟s face videos were collected in a standard 

environment. Each video contains 3000 frames[16]. A sensor 

based heart beat detection is also developed to record the HR 

while capturing the frames. This hardware contains the sensor 

and a microcontroller.  

b) Image Preprocessing 

The source is an important part in collecting the data. The 

small change in the camera parameters, may mislead the final 

calculations. For the portability of the algorithm, camera 

parameters are analyzed .The image full camera projection 

matrix is obtained only when external and internal camera 

criteria are known. To preprocess images before the detection 

of the face, The algorithms, used, are Intrinsic image 

decomposition algorithm and Retinex algorithm. Camera 

Parameters include intrinsic and extrinsic parameters [17]. 

They are as follows: 

(i) Intrinsic - It refers to camera parameters which 

are internal and constant. It‟s camera specific. 

(ii) Extrinsic -    It refers to camera parameters which 

are external and vary according to world frame. 

 

Figure 2:  Block  Diagram 

i) Intrinsic image decomposition 

 
Intrinsic image decomposition resolves the problem faced 

during decomposition of an image, which is inherently ill-

posed[18]. A single image is typically solved by optimization 

based on Retinex theory. A common approach to apply deep 

learning to image processing, is to extract high level features 

by down sampling and then up sampling the features to the 

original resolution, is effective for obtaining overall structural 

information, but it is not appropriate due to possible loss of 

details. An image I is decomposed into reflectance R and 

shading S, satisfying: 

 

I  =R×S                       (1) 

In the logarithmic domain, reflectance R can be 

represented as a residual of I when we have computed 

shading S. 

log(R) = log(I) − log(S)                   (2) 

ii) Retinex 

The Retinex theory, as originally developed by Land 

and McCann can be seen as fundamental theory for several 

state-of-the-art intrinsic image algorithms[19]. This theory 

is perceived to be related to color receptivity of human 
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vision in the real world. The entire image is responsible for 

the appearances in our real-life scenes. The L,M,S can 

occur in varied colors. The three lightness seen in long, 

middle and short waves determines the color sensations. 

Algorithms that copy spatial interaction of vision to find out 

lightness is being named after this. 

c) Face Detection and Nose Detection 

The facial skin indicates the color changes during the 

variation of the heart beats. The region around the nose 

covers a larger area of the face. the color variation in those 

areas will be capable of showing the color variation of 

circulation. Viola Jones. Viola Jones Algorithm is used to 

detect the face and nose[20]. Adaboost training algorithm 

with Haar features detects the regions . The detected nose 

regions can be expanded , if the area of the detected nose is 

smaller. Then eye and mouth are also detected to fix the 

region of interest[21] 

 

d) Blind Source Separation 

The disjoining of source signals from a group of 

various signals, regardless of the signal information and 

process is called Blind Source Separation(BSS).This 

method commonly used to separate source devices without 

any references [22]. Application of this method is being 

implemented in biomedical signal processing [23]. 

i) Principal Component Analysis(PCA) 

PCA reduces the complexity of the equation while 

retaining certain information [24]. The covariance matrix 

can be represented as 

                                                 N 

Rs= 
1
    ∑ S(t)S

τ
 (t)                   (3) 

                               t=1 

The covariance matrix factors can be equated as 

Rs = DQ D
τ
                               (4) 

Here Q represents a M X M matrix of diagonal form with 

eigen value of Rs and D is the eigenvector matrix. 

ii) Independent Component Analysis (ICA) 

The method for splitting multivariable signals into its 

extra sub constituents by a computational approach is called 

ICA. Considering two instruments are played in a room 

simultaneously and two microphones are also used[ 25]. 

The outputs from the instruments are taken as  y1(t) and  

y2(t) and the weighted sum as s1(t) and  s2(t) respectively. 

𝑦1 = 𝑏11𝑠1 𝑡 + 𝑏12𝑠2 𝑡                    (5) 

𝑦2 = 𝑏21𝑠1 𝑡 + 𝑏22𝑠2 𝑡                   (6) 

where b11 , b12 , b21 , and b22  are the parameters which 

depend on the distance of microphones. For n linear 

mixtures observed signals y1, y2,.........yn  are mutually 

independent.  

𝑦𝑗 = 𝑏𝑗1
𝑠1 + 𝑏𝑗2

𝑠2 + ⋯… . 𝑏𝑗𝑛 𝑠𝑛            for all j.                 (7) 

Using this representation of vector matrix, the above 

mixing model can be specified as: 

X = AS                   (8) 

It can be written in the form: 
                                                   n 

x =  ∑aisi                   (9) 
                                                  i=1 

There are two main pre-processing stages in ICA- 

Centering and whitening. The main reasons include 

algorithms simplification, deduction of dimensionality and 

deduction of indicator numbers. In centering, the mean is 

subtracted from each signal which is similar to conversion 

of the coordinate centres to the origin which means it can be 

always re-added to the final product obtained. Whitening 

transformation converts the data if it has an identity 

covariance matrix . The input data matrix x must be centred 

and whitened before applying the algorithm of ICA. 

Contrary to the other methods, ICA is very efficient for 

determining different factors [26].  

(i) EFICA 

Efficient ICA is an ICA algorithm designed to 

distinguish signals from non-Gaussian independent 

identically distributed (i.i.d)[27]. The basic assumption is 

that each source signal is, sk ,k=1,2,.......d consists of an 

independent N realization of a random variable q with a 

non-Gaussian distribution function: 

Fk (x) = P (ξk ≤x)                   (10) 

(ii) FAST ICA  

Fast ICA is the implementation of a rapid static point 

algorithm for the analysis of separate components [28]. The 

algorithm used in Fast ICA is an easy to use graphical user 

interface. Since the algorithm of Fast ICA is 

computationally efficient, it is used for the estimation of 

ICA. Initially, by considering Fast ICA for One 

Independent Component. Let the collected sample be 

random vector x (i.e. a linear mixture of independent source 

signals based on the BSS). A column of the B matrix of de-

mixing form corresponds to the final vector w(k). If blind 

source separation approach is  used, w(k) differentiates one 

of the non-Gaussian source signals so w(k)Tx(t), t = 1, 2, 

3......... is equal to one of the source signals. For the 

estimation of n separate components, the program must be 

run n number of times. By adding an orthogonalizing 

projection inside the loop, different independent 

components can be estimated.  

d) Artificial Neural Network 

The neural network that mimics an animal brain is 

known as an artificial neural network. The artificial neural 

network consists of input, output and weights. A supervised 
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learning method is adapted to train the heart beat ground 

truth. Input features are the mean , variance ,standard 

deviation of fast fourier transform of ICA signal. The 

difference in successive images shows the variation of 

blood in the skin region. There are 15000 frames with 

different HB measurements . These values are trained with 

the extracted feature . This creates a Generative model for 

testing. This model is used to predict the heart beat from the 

new frames [29]. 

 
 

Figure 3:  Signal generated through blind source seperation 

 

 

Figure 4 : Neural Network Training 

V. RESULTS AND DISCUSSIONS 

An experimental setup was created indoors by placing a 

laptop with built-in webcam on a table with ambient 

sunlight. The participants were informed beforehand and 

during the experimental time , they were asked to focus into 

the camera for capturing of different image frames. The 

images for real time heart rate extraction were recorded 

sequentially with pixel resolution and were stored in the 

laptop using PNG format. During the experiment, an ECG 

sensor was also used to capture the readings. 

The captured frame indicates the beginning and ending 

of a video sequence. The count of image frames during a 

fixed time is used to obtain heart rate in real time. But, it is 

essential to maintain the pixel at a constant rate for the 

purpose of calculation. Using the face detection function 

„CascadeObjectDetector‟ of MATLAB along with VJ 

(Viola and Jones ) method, the face is tracked in real time. 

From the facial region, Region Of Interest(ROI) was 

detected. The region had 60% width and 40% height and 

had only a useful region. 

 

Figure 5: Hardware based  heart rate monitoring system a) Heart 

beat sensor, b) ESP node32 microcontroller, c) OLED 

 
 

 
 

Figure 6: Face and Nose Detection of different persons 

The RGB signals were obtained from the cropped 

ROI,the three desired signals. The RGB signal production 

involves two phases. In the first phase, the RGB color 

values with respect to each frame is averaged and in the 

second phase, the RGB signals are obtained by summing 

the mean RGB color values. Signal de-trending is used for 

the removal of trends occurring due to noise and 

temperature. The collected RGB is usually drifted and 

noisy. The RGB signal has been detrended using the 

method based on smoothness priors approach. 

 

 

Figure 7: Different output signals in different time scale 
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Mean absolute error (MAE) is used to measure the 

performance of the system. 15000 frames with known heart 

rate value is trained and 4000 frames used for testing.  

MAE =
1

𝑁
 |Yk − Xk |𝑁

𝑘=1                     (11) 

Yk = Predicted Heart rate through the algorithm 

Xk = Heart rate measured from hardware sensor 

N= 4000 frames ( 1000 frames of 4 persons) 

Mean absolute error = 0.05 

 

 

Figure 8 : Simulation Results 

VI. CONCLUSION AND FUTURE  ENHANCEMENT 

Heart beats detection is an inevitable part of disease  

diagnosis. Contact based pulse monitoring is being carried 

out. Non-invasive based heartbeats detection paves ways to  

disease detection. This will help in drowsiness detection 

also. Here computer vision based algorithm is developed for 

heart beats detection. Independent component analysis 

method is used to convert the image region to signal. Nose 

region is selected as the ROI . An embedded hardware is 

developed with contact based HB detection. This is used to 

prepare the ground truth while capturing the face images. 

With these annotations The ICA signal is trained using 

Neural Network. This algorithm is successfully tested with 

real time video. The obtained mean absolute error is  0.05. 
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Abstract—Advanced research in neuroscience recognized 

electrical stimulation as a well-accepted treatment to 

suppress neurological disorders like Epilepsy, Parkinson’s, 

mental depression and schizophrenia. Among these 

disorders, epilepsy is one of the most common neurological 

disorders. When epileptic seizures occur, the nervous system 

generates abnormal action potentials with repetitive firing 

spikes which cause permanent brain damage and unexpected 

death. Hence, it must be controlled by either medication or 

surgical treatment. If it is severe, it cannot be controlled by 

medication. One of the alternate choices to control epilepsy is 

electrical nerve stimulation. However, development of a 

control scheme for the nervous systems to control 

neurological disorder is a challenging task due to complex 

biochemical reactions associated with electrical action 

potential. In this paper, Reconfigurable Control schemes are 

proposed to control epileptic seizure using Proportional 

Integral (PI) controller and Model Predictive Controller. 

Based on Hodgkin-Huxley (HH) model, the transfer function 

and state-space models are developed for a neuron under 

normal and Epileptic/abnormal conditions. It is assumed 

that the epileptic seizure is bifurcations in the neural system 

due to a change in sodium transconductance. When an 

epileptic seizure is detected, a reconfigurable controller will 

take control action to recover the nervous system by 

suppressing the repetitive firing. In addition, the stability 

and performances of reconfigurable control schemes are 

evaluated and compared. The results show the feasibility of 

proposed reconfigurable control schemes.  
Keywords— Epileptic seizure, Hodgkin-Huxley model, PI 

Controller, Model Predictive Controller, Bifurcation, 

Reconfigurable controller. 

I. INTRODUCTION 

Epilepsy is a common neurological disorder that is 
caused due to abnormal electrical discharge in the nervous 
system. Epilepsy may be controlled by Antiepileptic Drugs 
(AEDs), diet therapy, implantable devices and surgery. 
Among these, implantable devices with electrical 
stimulation have drawn more attention because it does not 
produce side effects as compared to medications. Electrical 
stimulation relies on dynamics of the central nervous 
system. However, understanding of its dynamics is very 
difficult during seizures. The mathematical modelling is an 
essential tool for analysing the complexity of epileptic 
seizures. Roxana et al (2012) presented various 
computation models and its applications for epileptic 
therapy. They reported the need of Deep Brain Stimulation 
(DBS) and vagal nerve electrical stimulation for 
controlling seizures. There are two different types of 

models used for DBS, namely microscopic and 
mesoscopic models. In the microscopic model, the neural 
activity is described at the level of each neuron, whereas in 
the mesoscopic model, it is described at the level of small 
neural populations. Wim van Drongelen (2013) described 
the behaviour of epileptic seizures using different types of 
cellular models and network models. Among the cellular 
models, Hodgkin-Huxley (HH) model is one of the most 
popular microscopic conductance based neuron models to 
describe the generation and propagation of action potential. 
The HH model can be used for modelling sinus atrial node 
cell in human heart. Nambi Narayanan et al (2017) 
developed a nonlinear model for human heart using HH 
model by considering action potential as input and 
Electrocardiogram (ECG) signal as output. 

Bifurcation phenomenon is one of the roots for 
damaging the nervous system which leads to neurological 
disorders such as epilepsy, Parkinson’s etc. Hence, 
bifurcation phenomenon analysis and development of 
various control strategies have become emerging research 
areas in neuroscience. Ozgur et al (2018) developed 
repetitive firing stopper mechanism exerted on nerve fibre 
using electric field. They have designed Linear Quadratic 
Regulator (LQR) to change the bifurcation characteristics 
to suppress repetitive firing pulse. Yexin Lin et al (2019) 
applied projective control theory to suppress Hopf 
bifurcation phenomenon in HH model. The authors 
designed the controller by augmenting washout filter 
dynamics with HH neuron dynamics. Shaolong Chen 
(2019) proposed a novel control method with fractional 
order washout filter for bifurcation control of fractional 
order neuron using HH model. They analysed Hopf 
bifurcation by varying the external current. Shuang Liu et 
al (2020) analysed the bifurcation points in nonlinear 
electromechanical coupling main drive system of a rolling 
mill and designed LQR using feedback linearization 
method. Harleen K Brar et al (2018) reported that  
Proportional Integral (PI) controller provides stable neural 
activity under healthy condition of brain. In epileptic 
seizure conditions, PI controller leads to destabilization, 
hence they proposed model predictive control with 
differential dynamic programming to control epileptic 
seizure. 

Reconfigurable control scheme plays a major role in 
healthcare monitoring and control to increase the life span 
of the patients and reduce the complexity of the system. 
For the epileptic seizure patients, the proposed 
reconfigurable control scheme can suppress the repetitive 
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firing due to bifurcations. However, the reconfiguration 
can be done if the bifurcation model is known. Rieke 
Fruengel et al (2020) developed local and global 
reconfigurable network during the pre-seizure based on 
different node centrality indices. Chen Liu et al (2020) 
proposed Neural Network based  PID control scheme to 
control different Parkinson disease states by readjusting  its 
controller parameters. Andrew Haddock et al (2017) 
designed a model predictive controller for Parkinson 
Disease (PD) control and optimized the controller to 
achieve minimum patient’s symptoms and device power 
consumption. Sutha et al (2012) developed multi-objective 
reconfigurable output feedback controller for Multi-Input 
Multi Output three tank systems under partial actuator fault 
conditions. The same scheme is extended for biomedical 
application to control the abnormality in neuron action 
potential. Yue Zhang et al (2013) proposed the bifurcation 
analysis in electrophysiological system. Indeed, there are 
many diseases which are close relations with bifurcations 
such as Parkinson, epilepsy and pathological heart rhythms 
etc. John E. Fleming et al (2020) developed a control 
scheme for deep brain stimulation to control Parkinson’s 
disease by suppressing beta band activity. They designed 
PI controllers for amplitude modulation and frequency 
modulation to control PD. Ning Li (2017) proposed 
adaptive periodic intermittent control to control epilepsy 
with minimum cost. 

The major contribution of the paper includes I) 
Development of transfer function models and state space 
models for neuron with healthy (normal) condition and 
epileptic seizures conditions using HH model. II) 
Development of PI control scheme and MPC scheme 
based on HH model III) Development of reconfigurable 
control scheme to readjust its controller parameters based 
on abnormal model parameters to control epileptic 
seizures. IV) Analyse the performance and stability of the 
proposed control schemes.  

The organization of the paper is as follows: Section 2 
describes the modelling of a brain neuron. Section 3 
presents the proposed reconfigurable control scheme with 
PI controller and MPC. The closed loop performance and 
stability analysis of the proposed control schemes are 
discussed in section 4. A short conclusion is found in 
section 5.  

II. MODELING OF BRAIN NEURON 

  The HH model (Hodgkin et al 1958) is a conductance-
based cellular model used to describe the electro- physical 
activities of a brain neuron is considered in this study for 
simulation. The HH model represents each component of 
an excitable brain neuron as electrical quantities like 
sodium current, potassium current and leakage current. 
The HH model is comprised of four ordinary differential 
equations (1)-(4) as follows: 

 Total current through the brain neuron cell membrane 
(𝐼𝑒𝑥𝑡) is 

I ext(t) = CM  
dV

dt
+ gNam3h(V − VNa) +

                                             gKn4(V − VK)+gL(V − VL)


dm 

dt
=αm(1 − m)m βm


dh 

dt 
= αh(1 − h)h βh


  dn 

dt
 =αn(1 − n) n βn 

αn =  
0.1−0.01V

exp (1−0.1V)−1
 βn = 0.125 exp (

−V

80
)

αm =  
2.5 −0.1   V

exp(2.5−0.1 V)−1
    βm = 4 exp (

−V

18
)

       αh = 0.07 exp (
−V

20
) βh =

1

exp(3−0.1 V)−1


One of the causes of epileptic seizure is bifurcation in 
the neurological system with the influence of either sodium 
channel conductance or potassium channel conductance. In 
this paper, bifurcation occurs due to a change in sodium 
channel conductance is considered. The parameters of 
Neuron using HH model under normal operating 
conditions and epileptic seizure conditions are given in 
Table. I   

TABLE I. PARAMETERS OF NEURON USING HODGKIN AND HUXLEY 

MODEL UNDER NORMAL AND EPILEPTIC CONDITIONS 

             Parameter Normal 

values 

Epileptic 

(Abnormal) 

values 

External Current injection 𝐼𝑒𝑥𝑡 (
𝜇𝐴

𝑐𝑚2
) 0 0 

Sodium Channel Conductance 𝑔𝑁𝑎 (
𝑚𝑠

𝑐𝑚2
) 120 550 

Potassium Channel Conductance𝑔𝐾 (
𝑚𝑠

𝑐𝑚2
) 36 36 

Leakage  Channel Conductance 𝑔𝐿 (
𝑚𝑠

𝑐𝑚2
) 0.3 0.3 

Sodium Channel resting potential 𝑉𝑁𝑎 
(𝑚𝑉) 

115 115 

Potassium  Channel resting potential 𝑉𝐾 
(𝑚𝑉) 

-12 -12 

Leakage channel resting potential 𝑉𝐿 (𝑚𝑉) 10.613 10.613 

Membrane Capacitance 𝐶𝑀 (
𝜇𝐹

𝑐𝑚2
) 0.91 0.91 

Activating molecule of  the potassium 
channel (n) 

0.3177 0.3177 

Activating  molecule of the Sodium 

Channel (m) 

0.05301 0.05301 

Inactivating molecule of the Sodium 
Channel (h) 

0.5960 0.5960 

To develop control scheme, the nonlinear HH model 
described by equations (1)–(4) is linearized around the 
steady state operating points given in Table.I 

The transfer function model under normal and epileptic 
seizure conditions are given below: 

Normal: 

V(s)

 Iext(s)
=

s3+4.5251s2+1.2914 s+0.0909

s4+4.8251 s3+2.6490 s2+0.4783 s+0.0273


Epileptic seizure (Abnormal): 

V(s)

 Iext(s)
=

s3+3.6561 s2+1.1095 s+0.0848

s4+3.9561 s3+2.2063 s2+0.4176 s+0.0254


State space model of the system is   

ẋ = A x + B u

y = C ẋ 

Under normal/healthy condition of neuron ,the state space 
model is given by 
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[

V̇
ṁ
ṅ
ḣ

] = [

−0.30              0           0         0 
0.0034   − 0.1832     0          0  

0.0154       0  − 4.2245      0
−0.0035      0           0 − 0.1174

] [

V
m
n
h

] + [

1
0
0
0

 ] Iext    

        

Y = [1     0 0 0] [

V
m
n
h

] 

Under Epileptic seizure (Abnormal) condition, the state 
space model is represented by  

[

�̇�
�̇�
�̇�
ℎ̇

] = [

−0.3000      0              0         0   
0.0042 − 0.1947   0        0

0.0206       0   − 3.3307   0  
−0.0027     0        0 − 0.1307 

] [

𝑉
𝑚
𝑛
ℎ

] + [

1
0
0
0

 ] 𝐼𝑒𝑥𝑡   

                             

Y = [1     0 0 0] [

V
m
n
h

] 

The open loop response of the neuron under normal 
and epileptic seizure conditions are shown in Fig. 1. For 
the normal person, a single neuron generates a single pulse 
of action potential for external membrane current zero. 
Under epileptic seizure condition due to bifurcation, a 
single neuron cell produces a series of spikes. 

 

                 Fig.1 Action potential under normal and epileptic conditions 

III. DEVELOPMENT OF RECONFIGURABLE PI CONTROL AND 

MPC SCHEMES: 

In this section, PI controller and model predictive 
controller  are designed using transfer function model and 
state space model for a normal healthy person and epileptic 
seizure person. In addition, reconfigurable control scheme 
is designed to retune the controller parameters of PI and 
MPC based on the parameters of abnormal condition. 

A.PI Control Scheme 

           The block diagram in Fig.2 shows the PI control 
scheme for a brain neuron. The PI control parameters are 
tuned for a normal person and an epileptic seizure person 
to control action potentials by manipulating total ionic 
current through neuron cell membrane. The PI controller 
parameters are given in Table. II. 

 

      Fig.2. Closed loop  control scheme for brain neuron with PI Control 

TABLE II.  PI CONTROLLER PARAMETERS FOR NORMAL AND EPILEPTIC 

PERSONS 

Parameters Normal Epileptic 

Kp 0.31169 2.5288 

Ki 0.280521 4.722 

          Most of the automation industries use practical 
PI controller for controlling various process variables. 
However, in health care application, optimal control theory 
can provide valuable insight to develop effective control 
strategies to avoid mortality and morbidity. Hence, the 
epileptic seizure suppression is performed with an optimal 
control strategy. It is discussed in the subsequent 
subsection. 

B. MPC scheme  

          The block diagram of closed loop system with 
MPC  is shown in Fig 3. The controller parameters are 
tabulated in Table III. 

 

         Fig.3. Closed loop Control Scheme for brain neuron with MPC 

TABLE III.  MPC CONTROLLER PARAMETERS FOR NORMAL AND 

EPILEPTIC PERSONS 

Parameter Normal Epileptic 

Control Horizon 3 5 

Predicted Horizon 5 20 

C. Reconfigurable control scheme 

     The reconfigurable control loop is working with 
normal PI and MPC controller parameters when there is no 
abnormality detected. When the abnormality is identified 
in  brain neuron, then the control loop will reconfigure its 
parameter to suppress the spike due to abnormality. The 
block diagram of the proposed reconfigurable control 
scheme is shown in Fig.4 
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                         Fig.4.  Reconfigurable control scheme 

IV. CLOSED LOOP PERFORMANCE OF  PROPOSED CONTROL 

SCHEMES 

A. Reconfigurable control scheme  with PI controller 

   The closed loop performances of the system with 
reconfigurable PI controller for normal healthy condition, 
epileptic condition and recovered conditions are shown in 
Fig.5.  

 

Fig. 5. Closed  response of reconfigurable control scheme with PI 

Controller 

 

Fig.6. Associated manipulated variables of reconfigurable PI Control 

scheme 

The normal healthy condition of the brain is simulated 
with sodium channel conductance of 120ms/cm2. From the 
Figure 5, it is found that under a healthy condition, brain 
neuron produces a single pulse with 110mv of maximum 
peak and width around 6ms. The epileptic seizure 
condition is simulated with sodium channel conductance of 
550ms/cm2. Under epileptic/abnormal condition, 
bifurcation takes place and the neuron generates a series of 
spikes for the healthy condition neuron controller 
parameters. To suppress the spike potentials, the controller 
parameters are retuned based on the model developed 
under epileptic seizure condition. The recovered brain 

neuron generates action potential with a single pulse and 
shown in Fig.5. The corresponding manipulated variables 
are shown in Fig.6. The performance measures of control 
Effort (CE), Integral Absolute Error (IAE) and Integral 
Square Error (ISE) of the proposed reconfigurable control 
scheme with PI controller are tabulated in Table IV. It is 
observed that ISE, IAE and CE are very small under 
normal/healthy condition of neuron. It is also noted that 
these values are increased abruptly from their normal 
values under abnormal/Epileptic condition. After tuning 
the controller parameter properly by reconfigurable control 
mechanism based on abnormal model, the performance 
measures are reduced from their abnormal values.  

TABLE IV. PERFORMANCE MEASURES OF RECONFIGURABLE PI 

CONTROLLER 

B. Reconfigurable control scheme  with MPC  

         The closed loop performance of the system with 
reconfigurable Model Predictive Controller for normal 
healthy condition, epileptic condition and recovered 
conditions are shown in Fig.7. The manipulated variables 
associated with different conditions are shown in Fig.8. 
When it is compared with a reconfigurable control scheme 
with PI controller, the number of spikes generated by MPC 
control is less than the number of spikes produced by PI 
controller. Simulation results show that Model Predictive 
Controller outperforms PI Controller in epileptic seizures 
condition. The performance measures of MPC controllers 
are tabulated in Table V. As compared to reconfigurable PI 
controller, MPC provides better performances. 

 

Fig. 7. Closed  response of reconfigurable control scheme with Model 
Predictive  Controller 

 Fig. 8.Associated manipulated variables of reconfigurable controller with  
Model Predictive Controller  

PI-

Controller 

NORMAL ABNORMAL RECOVERED 

CE 0.3582 260900 221100 

ISE 65.37 216300 8476 

IAE 9.019 3568 212.3 
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Table V. PERFORMANCE MEASURE OF RECONFIGURABLE 
CONTROLLER WITH MODEL PREDICTIVE CONTROLLER 

C. Stability Analysis 

          The stability and bifurcation analysis are carried out 
for open loop model and closed loop control systems. The 
effect of sodium conductance(𝑔𝑁𝑎) on action potential is 
studied. The actual values of 𝑔𝑁𝑎 for  normal healthy 
person and epileptic persons are 120 mS/cm2 and 550 mS/ 
cm2 respectively. The eigenvalues of neuron model under 
normal and epileptic seizure conditions are tabulated in 
Table VI. From the eigenvalue analysis it is observed that 
𝑔𝑁𝑎 increases eigenvalues of the system move towards 
imaginary axis from left side of s-plane. Hence the stability 
of the system decreases as  𝑔𝑁𝑎 increases. 
 
            TABLE VI. STABILITY ANALYSIS OF OPEN LOOP SYSTEM 

            
           The eigenvalues of the neuron under closed loop 
condition with normal, epileptic and recovered conditions 
are evaluated  in TABLE VII. The table shows the 
overdamped open loop system becomes underdamped 
system under closed loop condition and provides complex 
conjugate poles. From the normal and abnormal closed 
loop system analysis, it is found that complex eigenvalues 
are unaffected by epileptic seizure in closed loop codition. 
In recovered condition, to suppress the spikes controller 
take more control effort and shift the complex eigenvalues 
to the left side from their orginal positions. 

 
TABLE VII. STABILITY ANALYSIS OF CLOSED LOOP SYSTEM 

 

Parameter 

 

 

Normal 

 

 

Abnormal 

 

 

Recovered 

 

 

Eigen 
Values 

-4.22 + 0.00i 

-0.31 + 0.43i 
-0.31 - 0.43i 

-0.18 + 0.00i 

-0.12 + 0.00i 

-3.33 + 0.00i 

-0.31 + 0.43i 
-0.31 - 0.43i 

-0.20 + 0.00i 

-0.131 + 0.00i 

-3.33 + 0.00i 

-1.42 + 1.65i 
-1.42 - 1.65i 

-0.20 + 0.00i 

-0.131 + 0.00i 

V. CONCLUSION 

       In this paper, linear models are developed for brain 
neuron using HH model under a healthy condition and 
epileptic seizure condition. Based on models, 
reconfigurable control schemes with PI controller and 
Model predictive  controller are proposed to control 
epileptic seizure. Then the performances of the proposed 
control schemes are compared qualitatively as well as 
quantitatively. From the comparison, it is found that MPC 

based reconfigurable controller provides better 
performance than PI based reconfigurable control scheme 
in terms of frequency of occurrence and control effort. 
Finally, stability of the proposed reconfigurable control 
scheme is investigated. 
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MPC-

Controller 

NORMAL ABNORMAL RECOVERED 

CE 51.81 221100 132582 

ISE 2.266 123100 5373 

IAE 2.383 1938 172.9 

Parameter Normal 

(𝑮𝑵𝑨 = 𝟏𝟐𝟎 ) 
Abnormal 

(𝑮𝑵𝑨 = 𝟓𝟓𝟎 ) 
Eigen Values -4.2245 

-0.3000 

-0.1832 

-0.1174 

-3.3307 
-0.3000 

-0.1947 

-0.1307 
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ABSTRACT: Diabetic Nephropathy (DN), 

also known as diabetic kidney disease, is the 

chronic loss of kidney function occurring in 

those with diabetes mellitus. The development 

of Diabetic Nephropathy is easier to treat if 

diagnosed in early stage (appearance of 

abnormal amount of salivary biomarkers). 

The conventional methods are mostly 

invasive and have many limitations like 

irregular monitoring of the glucose, 

creatinine, urea etc. Saliva is a multi-

constituent biological fluid. It is one of the 

most abundant secretions and its collection is 

easy and non-invasive. So, we proposed this 

novel method for the estimation of salivary 

biomarkers for the diagnosis of Diabetic 

Nephropathy. The objective of the project is 

to reduce the dependence of hemodialysis and 

kidney transplantation of person suffering 

from ESRD by estimation of glucose by 

GOD-POD method, creatinine by Jaffe’s 

method and urea by Berthelot-Urease 

method. 

KEYWORDS: Diabetic Nephropathy, Saliva, 

Glucose, Creatinine, Urea. 

 

I. INTRODUCTION 

Diabetic Mellitus (DM) is a clinical 

syndrome characterized by abnormalities in 

carbohydrate, lipid and protein metabolism 

that leads to the looks of varied 

complications like retinopathy, 

nephropathy, neuropathy, cardiovascular 

symptoms etc.  

Presently, the diagnosis of DM is 

completed by measuring serum blood sugar 

levels by a uniform method which are 

invasive and traumatic to the patient both 

physically and psychologically. Hence, the 

present method discourages the individuals 

from undergoing investigations leading to 

lack of sufficient diagnosis thus attributing 

DM as a serious explanation for death 

worldwide. So, in recent years, efforts are 

made to exchange blood investigation with 

another biological material sample that 

would be collected by non-invasive 

procedures. Saliva has been put forth as a 

possible diagnostic tool for surveillance of 

diseases thanks to its several advantages. It 

clearly offers a cheap, simple and 

straightforward approach to use as a 

screening method.  

Saliva offers some distinctive 

advantages. The entire saliva is often 

collected during a non- invasive way by 

individuals with limited training. Diagnosis 

of disease through the analysis of saliva may 

be a potential value for youngsters and older 

adults as a set of the fluid is related to fewer 

compliance problems as compared with the 

gathering of blood [1]. 
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Several systemic diseases are reported to supply marked and identifiable

changes in salivary secretion. Chronic renal 

disorder is one among the systemic diseases 

which will affect the competition of salivary 

secretions. More importantly, saliva can 

indicate, creatinine and urea levels in 

patients with CKD which are the parameters 

usually assist in blood samples [2]. 

Biochemical markers play a crucial role 

within the accurate diagnosis and in 

assessing risk and adopting therapy to 

enhance clinical outcome [3]. 

The main aim of this study is to 

estimate the salivary biomarkers like 

glucose, creatinine and urea non-invasively 

for the diagnosis of diabetic nephropathy. 

 

II. MATERIALS AND METHOD 

   In this study, a total of 30 subjects 

was selected with a median age group of 

about 18-60 years and investigated. Out of 

30 subjects, 10 subjects were normal patient, 

10 subjects were Diabetic Mellitus patients 

and 10 subjects were Diabetic nephropathy 

patients. All the 30 subjects are subjected to 

three tests. They are the estimation of 

glucose, creatinine and urea. 

(i) Collection of Samples: 

 Subjects were advised to report 1½ 

hours after breakfast for serum and saliva 

collection. About 2 ml blood was collected 

by veni-puncturing method in an EDTA tube 

and it was centrifuged at 4000 rpm for 5-10 

minutes. The serum alone is used for the 

estimation. For the collection of saliva, 

patient is advised to avoid food intake 2hrs 

prior to collection. Saliva was collected by 

making the patient rinse his/her mouth with 

water and were insisted to open mouth for 

five min without swallowing, and about 2ml 

of saliva was collected in a sterile container 

by the spitting method. The whole saliva is 

centrifuged at 2000 rpm for 2-3 minutes. 

The supernatant alone is used for the 

estimation. 

(ii) Estimation of Glucose: 

 Both serum and salivary glucose 

level were estimated using the Glucose 

Oxidase-Peroxidase (GOD - POD) method. 

Four test tubes were taken. The test tubes 

are labeled as ‘Blank’, ‘Standard’, ‘Test 

Serum’ and ‘Test Saliva’ respectively. 

About 1 ml of Glucose enzyme reagent is 

added in each test tube. Then, 10µl of the 

standard was added to the tube marked as 

‘Standard’, followed by 10µl of the test 

serum sample to the ‘Test Serum’ test tube 

and 10µl of the test saliva sample to the 

‘Test Saliva’ test tube. After mixing well, 

the test tubes were kept incubated at 37oC 

for 15 minutes. The reagent “Blank” was 

aspirated in a colorimeter first, followed by 

standard solution and therefore the 

absorbance values were noted at 546nm 

(±20 nm). Then, the test serum sample 

followed by test saliva sample was aspirated 

and the absorbance values were noted at 

546nm (±20 nm). Finally, the glucose was 

estimated by using the formula.  

(iii) Estimation of Creatinine: 

 Both serum and salivary creatinine 

level were estimated using the Jaffe’s 

method (Alkaline Picrate Method). Four test 

tubes were taken. The test tubes are labeled 

as ‘Blank’, ‘Standard’, ‘Test Serum’ and 

‘Test Saliva’ respectively. About 1 ml of 
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working reagent is added in each test tube. 

Then, 50µl of the standard was added to the 

tube marked as ‘Standard’, followed by 50µl 

of the test serum sample to the ‘Test Serum’ 

test tube and 50µl of the test saliva sample 

to the ‘Test Saliva’ test tube. Mix the 

content well. The reagent “Blank” was 

aspirated in a colorimeter first, followed by 

standard solution and therefore the initial 

absorbance values (A1) were noted exactly 

after 30 seconds at 490-520 nm. Then, the 

test serum sample followed by test saliva 

sample was aspirated and the initial 

absorbance values (A1) were noted exactly 

after 30 seconds. 

The other absorbance values (A2) for 

the standard, test serum and test saliva were 

noted exactly after 120 seconds. Then, the 

change in absorbance (ΔA) for the standard, 

test serum and test saliva were calculated. 

Finally, the creatinine was estimated by 

using the formula. 

(iv) Estimation of Urea: 

 Both serum and salivary urea level 

were estimated using the Berthelot-Urease 

method. Four test tubes were taken. The test 

tubes are labeled as ‘Blank’, ‘Standard’, 

‘Test Serum’ and ‘Test Saliva’ respectively. 

About 1 ml of working reagent is added in 

each test tube. Then, 10µl of the standard 

was added to the tube marked as ‘Standard’, 

followed by 10µl of the test serum sample to 

the ‘Test Serum’ test tube and 10µl of the 

test saliva sample to the ‘Test Saliva’ test 

tube. After mixing well, the test tubes were 

kept incubated at 37oC for 5 minutes. Then 

about 1 ml of chromogen reagent is added in 

all the test tubes and after mixing well, it is 

incubated at 37o C for 5 minutes. The 

reagent “Blank” was aspirated in a 

colorimeter first, followed by standard 

solution and therefore the absorbance values 

(Abs.S) were noted at 600nm. Then, the test 

serum sample followed by test saliva sample 

was aspirated and the absorbance values 

(Abs.T) were noted at 600nm. Finally, the 

urea was estimated by using the formula. 

 

III. RESULTS 

 In this study total of 30 patients were 

selected. Of which 10 were control group, 

10 were diabetic and 10 were diabetic 

nephropathy patient. In the control group out 

of 10 patients, 5 patients had serum glucose 

level below 100 mg/dl and 5 of them with 

the level of 100–140 mg/dl. In diabetic 

patient, out of 10 patients, 7 of them had the 

serum glucose level of 155–200 mg/dl, 3 

had a level of 200–250 mg/dl. Data obtained 

from 10 control group patients were shown 

in Table No 1. The salivary glucose level for 

control was between 0.2-1.0 mg/dl and for a 

diabetic the level was between 1.0-9.6 

mg/dl. However, the salivary glucose levels 

were highly inconsistent with respect to the 

serum blood glucose levels, i.e., the salivary 

glucose levels were not consistent with the 

severity of diabetes. The serum and salivary 

creatinine level for control was between 0.6-

1.1 mg/dl and between 0.05-0.27 mg/dl 

respectively. The serum and salivary urea 

level for control was between 10-40 mg/dl 

and between 12-30 mg/dl. 

Out of 10 diabetic patients, 5 of them 

had serum urea level of 15-25 mg/dl and the 

remaining 5 had 15-50 mg/dl. The salivary 

urea level of 10 patients was between 30-45 

mg/dl. The value of creatinine in the serum 

of 10 diabetic patients was between 1.8-2.5 

mg/dl and in saliva 0.3-0.9 mg/dl. The 

comparison of serum urea values with 

salivary urea values showed that serum urea 
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values were significantly lower than salivary 

urea values. Similarly, the comparison of 

serum creatinine values with salivary 

creatinine showed that in all the group 

serum creatinine values was significantly 

similar to salivary creatinine. Data obtained 

from 10 diabetic patients were shown in 

Table No 2.

 

Table No 1. Results for control group (Normal Patients) 

 
PATIENT AGE SEX BLOOD 

GLUCOSE 

(mg/dl) 

SALIVA 

GLUCOSE 

(mg/dl) 

BLOOD 

CREATININE 

(mg/dl) 

SALIVA 

CREATININE 

(mg/dl) 

BLOOD 

UREA 

(mg/dl) 

SALIVA 

UREA 

(mg/dl) 

1 44 FEMALE 135 1.12 1.7 0.3 28 30 

2 55 MALE 198 2.9 1.9 0.6 30 35 

3 45 FEMALE 168 4.5 1.8 0.2 29 38 

4 46 MALE 175 1.7 1.9 0.4 34 32 

5 49 FEMALE 247 8.7 2.4 0.3 29 44 

6 50 FEMALE 243 4.3 2.3 0.9 22 43 

7 53 MALE 242 2.6 2.2 0.9 24 42 

8 60 FEMALE 230 1.5 2.1 0.8 40 41 

9 62 MALE 245 7.9 2.3 0.9 24 42 

10 65 MALE 220 3.6 2.0 0.7 39 40 

Table No 2. Results for Diabetic Patients 
PATIENT AGE SEX BLOOD 

GLUCOSE 

(mg/dl) 

SALIVA 

GLUCOSE 

(mg/dl) 

BLOOD 

CREATININE 

(mg/dl) 

SALIVA 

CREATININE 

(mg/dl) 

BLOOD 

UREA 

(mg/dl) 

SALIVA 

UREA 

(mg/dl) 

1 55 FEMALE 280 14.1 2.2 1.15 110 45.11 

2 55 MALE 310 18.5 3.1 1.40 121 50.33 

3 59 FEMALE 278 14.7 2.1 1.35 102 49.01 

4 60 FEMALE 410 19.6 5.1 1.65 121 64.32 

5 63 MALE 325 18.7 3.3 1.49 124 54.21 

6 65 FEMALE 290 15.2 2.5 1.21 117 51.89 

7 69 FEMALE 320 16.8 3.3 1.45 125 51.01 

8 70 MALE 350 17.1 3.8 1.52 125 59.33 

9 73 FEMALE 300 15.6 3.1 1.56 120 53.98 

10 75 FEMALE 299 14.9 2.7 1.32 111 49.53 

Table No 3. Results for Diabetic Nephropathy Patients

PATIENT AGE SEX BLOOD 

GLUCOSE 

(mg/dl)  

SALIVA 

GLUCOSE 

(mg/dl) 

BLOOD 

CREATININE 

(mg/dl) 

SALIVA 

CREATININE 

(mg/dl) 

BLOOD 

UREA 

(mg/dl) 

SALIVA 

UREA 

(mg/dl) 

1 21 FEMALE 83 0.35 0.89 0.27 13.61 25.71 

2 25 FEMALE 107 0.5 0.83 0.20 12.59 18.15 

3 27 MALE 89 0.4 0.55 0.11 7.93 13.67 

4 30 MALE 102 0.47 0.75 0.18 12.36 18.11 

5 33 FEMALE 97 0.2 0.63 0.08 5.29 12.53 

6 35 FEMALE 104 0.75 0.81 0.20 12.55 18.15 

7 45 FEMALE 92 0.87 0.72 0.24 8.01 13.79 

8 46 MALE 96 0.23 0.61 0.08 5.27 12.51 

9 50 MALE 110 0.3 0.87 0.23 12.87 18.56 

10 55 FEMALE 99 0.61 0.70 0.12 8.20 15.67 
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As expected, the serum creatinine 

and urea were significantly higher in 

patients with CKD. Among all group’s 

serum and salivary glucose, urea and 

creatinine levels were higher in CKD 

patients followed by diabetic patients and 

least in control group patients. The increase 

in the serum urea, glucose, and creatinine 

level may be an implication of general 

disease like renal insufficiency which can 

cause increased creatinine and uric acid 

level as a result of reduction of blood flow 

to the kidneys. It was also observed that the 

increase of glucose, creatinine and urea level 

in the diabetic patient might lead to a 

chronic kidney disease called diabetic 

nephropathy. At this stage, the patient will 

completely fail the kidney function. The 

patient has to depend on frequent dialysis. In 

serum, it was noted that the value of glucose 

lies between 220-250 mg/dl, creatinine was 

between 2-6 mg/dl and urea was between 

100-126 mg/dl in serum. In saliva, the value 

of glucose was between 14-20 mg/dl, 

creatinine was between 1.0-1.75 mg/dl and 

urea was between 45-65 mg/dl. Data 

obtained from 10 diabetic nephropathy 

patients were shown in Table No 3.  
 

 

 

IV. DISCUSSION 

            Diabetes mellitus may be a globally 

widespread disease that various diagnostic 

devices are now available. During the past 

three decades, the incidence and prevalence 

of End Stage Renal Disease (ESRD) has 

risen progressively. most significant reasons 

for rapid increase in CKD patients are 

rapidly increasing worldwide incidence of 

diabetes and hypertension.  

Saliva may be a wonderful biomarker of 

early disease detection that results in more 

practical diagnosis and treatment or monitor 

systemic illness, like diabetes, diabetic 

nephropathy etc., and this study suggests 

that the saliva contributes a straightforward, 

quick, and an affordable method for 

screening of diabetic autonomic 

nephropathy and diabetic mellitus. 

Unstimulated whole saliva has been 

employed in the bulk of diagnostic studies 

because generally there's a dilution of saliva, 

modulation in pH in stimulated saliva. 

In this study, glucose concentration in 

unstimulated whole saliva was analyzed. 

There was a rise in salivary glucose level 

when there was increase in serum glucose 

level. Hence, saliva may be used as a 

screening method in diagnosing DM and 

diabetic nephropathy. 

Creatinine because of its physical properties 

in an exceedingly healthy state under normal 

conditions is unable to diffuse easily across 

the cells and tight intercellular junction of 

the exocrine gland. But in diseased state, its 

value increases in saliva possibly thanks to 

an alteration within the permeability of 

exocrine gland cells and therefore the 

increased serum creatinine levels in CKD 

patients create a amount gradient that 

facilitates diffusion of creatinine from serum 

into saliva. Thus, serum creatinine is 

employed for monitoring disease 

progression and also salivary creatinine may 

be used as a monitoring and diagnosing tool. 

Hence, saliva is used as a screening method 

in diagnosing diabetes and diabetes 

nephropathy. 

Whenever there's a rise within the blood 

urea there's concomitant increase in salivary 

urea also because the kidneys are unable to 

excrete urea in renal disorder and its 

concentration in blood increases with 

increased concentration in saliva thanks to 

increased serum urea which creates an 

2021 IEEE Seventh International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, ICBSII 2021-25th-27thMar’21 ISBN: 978-0-7381-4471-9/21

301



increased concentration gradient 

successively increasing the diffusion of urea 

from serum to saliva. The serum urea values 

were significantly below salivary urea 

values. The serum creatinine values were 

significantly the same as salivary creatinine. 

Therefore, salivary creatinine and urea 

levels correlate well with the serum 

creatinine and urea respectively so saliva 

may be used as a non-invasive diagnostic 

tool for diabetic nephropathy. 

  

V. CONCLUSION 

            Frequent monitoring of glucose level 

is required to cut back its complication. 

Further studies on large sample size should 

be done to figure out the diagnostic 

evaluability of salivary glucose level within 

the primary diagnosis of diabetic 

nephropathy. Findings from our study 

demonstrated elevated levels of salivary 

glucose, creatinine and urea with 

correlational statistics to the amount in 

blood in patients with late-stage. Supported 

the observations from this study it's often 

inferred that serum and salivary glucose, 

urea and creatinine levels were significantly 

higher in CKD subjects followed by diabetic 

and normal patients. An increased amount of 

salivary glucose, urea and creatinine levels 

were seen only in CKD subjects, diabetic 

and diabetic nephropathy subjects and no 

difference was seen in controls. Thus, it 

often recommends that salivary glucose, 

urea and creatinine values are often used for 

screening of renal status in CKD, diabetic 

and normal subjects. Thus, saliva could even 

be a stepping stone and has the potential to 

revolutionize the diagnostic protocol for 

patients with renal diseases.  

VI. FUTURE WORK 

 The salivary biomarkers like 

glucose, creatinine and urea are used to 

diagnose the diabetic nephropathy. In 

addition to these, estimation of some other 

parameters like total protein, albumin, 

calcium, phosphorous etc. can also be 

included to diagnose several other diseases 

like dental caries, oral problems, diabetic 

Mellitus types etc.  

 

VII. ACKNOWLEDGEMENT 

 The authors would like to thanks all 

the staffs and faculty members of the 

Department of Oral Pathology at Tagore 

Dental College and Hospital for their 

valuable guidance throughout the project. 

 

VIII. REFERENCES 

[1] Harshada Ragunathan, Nalini Aswath, 

T. Sarumathi, Salivary Glucose 

Estimation: A non-invasive 

method, Indian Journal of Dental 

Sciences, January 29,2020. 

 

[2] Taye Jemilat Lasisi, Yemi Raheem Raji, 

Babatunde Lawal Salako, Salivary 

creatinine and urea analysis in patients 

with chronic kidney disease: A case 

control study, BioMed Central, January 

16, 2016. 

 

[3] Amit Ladgotra, Pradhuman Verma, 

Seetharamaiah Sunder Raj, Estimation 

of Salivary and Serum biomarkers in 

Diabetic and Non-Diabetic patients - A 

comparative study, Journal of Clinical 

and diagnostic research, June 01, 2016. 

 

[4] Divya Pandya, Anil Kumar Nagrajappa, 

K.S. Ravi, Assessment and Correlation 

of Urea and Creatinine levels in Saliva 

and Serum of Patients with Chronic 

Kidney Disease, Diabetes and 

Hypertension - A research study, 

2021 IEEE Seventh International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, ICBSII 2021-25th-27thMar’21 ISBN: 978-0-7381-4471-9/21

302



Journal of Clinical and diagnostic 

research, October 01,2016. 

 

[5] Ramesh Venkatapathy, Vasupradha 

Govindarajan, Nirima Oza, Sreejith 

Parameshwaran, Balamurali 

Pennagaram Dhanasekaran, 

Karthikshree V. Prashad, Salivary 

Creatinine Estimation as an alternative 

to Serum Creatinine in Chronic Kidney 

Disease Patients, Hindawi Publishing 

Corporation, International Journal of 

Nephrology, April 10,2014. 

 

[6] Dr. R. Christeffi Mabel, M.D.S and Dr. 

Abhinaya. L. M, B.D.S., Noninvasive 

estimation of Salivary Glucose, Salivary 

Amylase, Salivary Protein and Salivary 

pH in Diabetic and Non-Diabetic 

patients – A case control study, 

European Journal of Biomedical and 

Pharmaceutical Sciences, April 09,2018. 

 

[7] Sugam Shrestha, Prajwal Gyawali, 

Roojet Shrestha, Bibek Poudel, Manoj 

Sigdel, Prashant Regmi, Manoranjan 

Shrestha, Binod Kumar Yadav, Serum 

Urea and Creatinine in Diabetic and 

Non-Diabetic Subjects, JNAMLS, 

Vol.9, No.1, December 2008. 

 

[8] "Eating Right for Chronic Kidney 

Disease | NIDDK". National Institute of 

Diabetes and Digestive and Kidney 

Diseases. Retrieved 5 September 2019. 

[9] "Global Report on Diabetes" (PDF). 

World Health Organization. 2016. 

Retrieved 20 September 2018. 

[10] "Chronic Kidney Disease Tests & 

Diagnosis". National Institute of 

Diabetes and Digestive and Kidney 

Diseases. October 2016. Retrieved 19 

December 2017. 

[11] de Boer IH (August 2017). "A New 

Chapter for Diabetic Kidney Disease". 

The New England Journal of Medicine. 

377 (9): 885–887. 

doi:10.1056/nejme1708949. PMID 

28854097. 

[12] SA. Bamanikar, AA. Bamanikar, A. 

Arora, Study of Serum Urea and 

Creatinine in Diabetic and Non-Diabetic 

Patients in a tertiary teaching hospital, 

The Journal of Medical Research 2016, 

January-February 2016. 

[13] Glucose in the saliva of the non-diabetic 

and the diabetic patient, 

M.J.A.Campbell, Archives of Oral 
Biology, Volume 10, Issue 2, March–
April 1965, Pages 197-205. 

[14] S. Malik, S. Gupta, R. Khadgawat and S. 
Anand, "A novel non-invasive blood 
glucose monitoring approach using 
saliva," 2015 IEEE International 
Conference on Signal Processing, 
Informatics, Communication and Energy 
Systems (SPICES), Kozhikode, India, 
2015, pp. 1-5, doi: 
10.1109/SPICES.2015.7091562. 

[15] A. Soni and S. K. Jha, "Saliva based 
noninvasive optical urea biosensor," 
2017 IEEE SENSORS, Glasgow, UK, 2017, 
pp. 1-3, doi: 
10.1109/ICSENS.2017.8234302. 

[16] Determination of creatinine-related 
molecules in saliva by reversed-phase 
liquid chromatography with tandem 
mass spectrometry and the evaluation 
of hemodialysis in chronic kidney 
disease patients, Analytica Chimica 
Acta, Volume 911, 10 March 2016, 
Pages 92-99. 

[17] Estimation of salivary glucose, amylase, 

calcium, and phosphorus among non-

diabetics and diabetics: Potential 

identification of non-invasive diagnostic 

markers,Raphael Enrique 

G.TiongcoEngracia S.ArceoNicole 

S.RiveraChastene Christopher 

D.FlakeArchie R.Policarpio, Elsevier 

Diabetes & Metabolic Syndrome: 

2021 IEEE Seventh International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, ICBSII 2021-25th-27thMar’21 ISBN: 978-0-7381-4471-9/21

303

https://www.sciencedirect.com/science/article/abs/pii/0003996965900208#!


Clinical Research & Reviews, Volume 

13, Issue 4, July–August 2019, Pages 

2601-2605. 

 

 

 

 

 

APPENDIX 

 

 

Figure No 1: Comparison between Serum and Salivary Glucose for 

Normal Patients 

 

 
 

 

Serum glucose 80 99 96 102 110 104 107 97 89 92

Salivary glucose 0.35 0.61 0.23 0.47 0.3 0.75 0.5 0.2 0.4 0.87

0

20

40

60

80

100

120

SERUM AND SALIVARY GLUCOSE FOR
NORMAL PATIENTS

Serum creatinine 0.89 0.83 0.55 0.75 0.63 0.81 0.72 0.61 0.87 0.7

Salivary creatinine 0.27 0.2 0.11 0.18 0.08 0.2 0.24 0.08 0 0.12

0

0.2

0.4

0.6

0.8

1

SERUM AND SALIVARY CREATININE FOR 
NORMAL PATIENTS

2021 IEEE Seventh International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, ICBSII 2021-25th-27thMar’21 ISBN: 978-0-7381-4471-9/21

304



Figure No 2: Comparison between Serum and Salivary Creatinine for 

Normal Patients 

 

 

Figure No 3: Comparison between Serum and Salivary Urea for Normal 

Patients 

 

Figure No 4: Comparison between Serum and Salivary Glucose for 

Diabetic Patients 
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Figure No 5: Comparison between Serum and Salivary Creatinine for 

Diabetic Patients 

 

 

Figure No 6: Comparison between Serum and Salivary Urea for Diabetic 

Patients 
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Figure No 7: Comparison between Serum and Salivary Glucose for 

Diabetic Nephropathy Patients 

 

 

 

Figure No 8: Comparison between Serum and Salivary Creatinine for 

Diabetic Nephropathy Patients 
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Figure No 9: Comparison between Serum and Salivary Urea for 

Diabetic Nephropathy Patients 
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Abstract—Estrus refers to the reproductive stage of cattle 

during which ovulation occurs. The day of estrus plays an 

important role in the reproductive life of a cow.Inseminating 

cow at perfect time of ovulation was a big deal for farmers. 

Bovines that undergo Silent Estrus will not show any mounting 

behaviours or physical signs. So detecting estrus in cows 

undergoing silent estrus is also a challenging task. The main 

aim of this study is to propose a simple method to detect the 

estrus in cow by classifying cows into estrus and non-estrus 

groups , using machine learning algorithm based on 

correlating the milk parameters such as fat, pH, SNF, specific 

gravity, density and the age, amount of milking, frequency of 

milking and breed of the cow. For estrus cows, milk 

parameters like pH and fat show high significant change 

whereas SNF and density shows moderate significant change. 

The selected parameters are fed into machine learning 

algorithms like Decision Tree Classifiers. The classification 

based on the selected parameters specifies higher performance 

for Decision Tree with accuracy 98%. Thus, Decision Tree 

classifier is defined as an effective classifier and a simple 

method to detect estrus in cow by utilizing milk parameters. 
 

Keywords—Estrus, Bovine, fat, pH, Specific Gravity, SNF, 

Density, Machine learning algorithm. 

I. INTRODUCTION  

Estrus is said to be reproductive stage of cattle during which 

ovulation occurs which is also known as heat. The estrus 

plays an important role in the fertilization of the cow’s egg 

which is possible only at this stage. The length of 

Bovine’s estrus cycle is 21 days. The estrus cycle is 

divided into 4 stages. They are Proestrus (Day: 0-4), 

Estrus(Day: 4-5), metestrus(Day: 5-8 day) and diestrus(9-21 

days). At the state of estrus, the cow ovulates and is ready 

for insemination. The fertile period of the ovulated egg is 

very short, only around 18 to 24 hours. The egg will be at its 

most fertile state immediately following ovulation. So it is 

important for the semen to be at that site for fertilization. So, 

it is very much necessary for an accurate heat detection.  

 

If the heat detector does not show accurate result, then 

insemination will not occur at optimal time and failure of AI 

can occur. It takes more than 3 months to confirm the 

pregnancy of the inseminated cow. This is why it is so 

important to be able to identify estrus with maximum 

potential. The estrus for a normal healthy cow can be 

identified visually. The signs of estrus are standing to be 

mounted, mounting other cows, increased nervousness, 

swollen vulva and clear mucus discharge [26]. Farmers may 

miss out these signs if they do not notice these signs 

consciously.  

 

Effective heat detection is possible at farms where herd of 

cow is present. Since the number of herd mates can highly 

influence heat detection. While small number of cows can 

be very challenging. Even in herd some will show no 

interest in riding or being ridden and some cows will 

undergo silent estrus. Silent estrus is a state where estrus 

occurs without any physical signs [27]. Farmers use 

Pressure Sensitive mount detector, tail paint and markers on 

the tail to detect whether any mounting is occurred or not. 

But this will not work for cows that undergo silent estrus in 

small group and cows that do not show interest on riding. 

Some techniques used to overcome this problem that are 

available today include ultrasound monitoring of ovary, 

detection of sex pheromone in excreta [23], P4 estimation in 

milk [15], measurement of vaginal conductivity using 

probes [16] and endometrial biopsy [24]. 

 

AyodejiFolorunshoAjayi et al.,(2020), [24] defines the 

staging of the estrus cycle and induction of estrus in 

experimental rodents. Methods like visual assessment of 

vaginal smear cytology, histological examination of 

reproductive organs which is invasive, vaginal wall 

impedance method where a probe is inserted into the vagina 

for 30 seconds and impedance is measured for which 

animals in estrus shows high impedance. Another method 

called urine biochemistry where the urine contains high 

concentration of fatty acids and high levels of protein and 

lipids in proestrus and estrus phase. 

Mozūraitis et al., (2017), [23]analysed the fecal samples 

using solid phase micro extraction gas chromatography and 
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found the presence of acetic acid and propionic acid in the 

headspaces of fecal samples of estrus cows. With low level 

of acid until a day before ovulation and peaking around 0.5 

before ovulation. 

 

Miura et al., (2017), [25] introduced a new method of 

detecting estrus by monitoring ventral tail base surface 

temperature using a wearable wireless sensor. The sensor 

was attached to the ventral tail base at day 11 and 

temperature is measured for every 2 minutes throughout the 

day and highest value was analysed. A substantial change is 

seen around the time of behavioural estrus. 

 

Nayan, V et al., (2020), [21] designed a dipstick using gold 

nanoparticles conjugated with a novel antipeptide antibodies 

against LH. This method is a lateral flow assay that detects 

the ovulation period by assaying a high level of LH in the 

urine of buffalo at the time of estrus. 

 

Since these methods will be costlier, time consuming, less 

accurate and invasive, in this study a simple, non-invasive 

method for estrus detection using milk parameters utilizing 

machine learning algorithm is proposed based on correlating 

the milk parameters [2] such as fat [3], pH [1], SNF [3], 

specific gravity, density and the age, amount of milking, 

frequency of milking and breed of the cow. 15 estrus cows 

and 15 non-estrus cows were included in this study. Among 

the cows (n=50), 37 (74%) cows were HxF breed and 13 

(26%) cows were Jersey breed. The mean age of cows were 

9.4 ± 5.225 (mean ± SD) and majority of cows were in the 

age group of 3 to 5 years. The milk parameters like fat and 

SNF were measured using digital milk analyser. pH and 

temperature of the milk were measured using commercial 

pH meter (ACETEQ Instruments India Inc.). Specific 

Gravity of the milk is measured using lactometer. Data like 

age, amount of milking, frequency of milking and breed of 

cow were known from the owners of the respective cow. 

The estrus state of cow is confirmed by a professional 

veterinary doctor. Machine learning algorithms like decision 

tree classifier and Naive Bayes classifier are applied for 

classifying estrus from non-estrus cow based on selected 

parameters. With the classifier results, Decision tree 

classifier is defined to be an efficient classifier for 

describing the estrus stage of cow with higher accuracy. 

II. SAMPLES AND METHODS  

A. Study design and population  

Milk samples collected to determine the relationship of the 

estrus of cow to the milk properties was assessed on 

Holstein Friesian (n=37) breed and Jersey breed (n=13) 

cows reared in Dharmapuri, India. The samples were 

collected (approx. 50 ml)  in a clean and dry container. 

Estrus cows (n=25) and non-estrus cows (n=25) were 

assessed. Milking was done in the morning between 5.00 

AM to 7.00 AM. Samples were collected for 2 days 

(25samples/day). All the cows belong to different fields. 

The state of estrus or non-estrus was analyzed using 

veterinarian guide, information from cow owner, cow 

records, heat detector and rectal palpation. Milk parameters 

were measured within 2-3 hours of milking. 

 

pH 

The instrument used of measuring pH is a commercial pH 

meter that also indicates the temperature. The pH meter used 

was manufactured by ACETEQ Instruments India Inc. It is a 

pen type/ pocket model pH & temperature meter with 

accuracy ±0.1 and resolution 0.01pH.  

 

Specific Gravity and Density 

The instrument used to measure the specific gravity (SG) of 

the sample is commercial lactometer. The Specific Gravity 

was calculated from the lactometer reading.Density is 

calculated from specific gravity value. 

 

Fat and Solid Non Fat 

Fat and Solid Non fat (SNF) was measured in a Milk 

Society. The equipment used is a Digital milk analyzer. 

Before analysing the milk, it was homogenized using an 

Ultrasonic Processor, model FCO TU50. The Digital Milk 

Analyser used is manufactured by EKOMILK ULTRA with 

DPS milk analyser. It shows the value of fat as well as SNF. 

 

Other parameters 

Variables like age, amount of milking, frequency of milking 

and breed of cow were known from the information given 

by the owners. The means values of the parameters 

measured is given in table 1.  

The study samples were divided into the following groups: 

Group-I – Estrus cows (n=75) 

Group-II – Non-Estrus Cows (n=75) 

B. Feature Selection 

An analysis was done between the mean and Standard 

Deviation values of all the listed parameters. From that 

analysis 5 features were observed showing significant 

variation during the time of estrus. They are fat [6], SNF, 

SG, Density and pH. For estrus cows, milk parameters like 

pH and fat show high significance whereas SNF and density 

shows moderate significance. pH is negatively correlated to 

fat (r = -0.4402), SNF (r = -0.2108) and Specific Gravity (r 

= -0.1238).  pH value of estrus cow is significantly lesser 

then pH of non-estrus cow. SNF and fat value of estrus cow 

is significantly higher than the values of non-estrus cow. 

Temperature doesn’t show any significant change towards 

estrus. 
TABLE 1.Parameters and their mean and SD values 

SI.NO PARAMETER MEAN±SD 

1. Age (years) 9.4 ± 5.225 

2. Fat (%) 3.76 ± 0.604 

3. SNF (%) 9.62 ± 2.814 

4. Specific Gravity 1.027 ± 0.001 

5. pH 6.49 ± 0.234 

6. Amount of milking 

(Litres/day) 

12.82 ± 2.154 

7. Frequency of 

milking (per day) 

2 ± 0 

8. Temperature (ºC) 25.95 ± 2.468 

9. Density (kg/m^3) 1027.66 

±1.721 

C. Classification 

Classification of the estrus and non-estrus cow is performed 

using ensemble tree methods and classifiers. 
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Decision Tree Classifier is a simple and widely used 

classification technique. It applies a strait forward idea to 

solve the classification problem. Decision Tree Classifier 

poses a series of carefully crafted questions about the 

attributes of the test record. Each time it receive an answer, 

a follow-up question is asked until a conclusion about the 

class label of the record is reached. Naive Bayes classifier is 

based on the simplifying assumption that the attribute values 

are conditionally independent given target value. Among the 

various methods of supervised statistical pattern recognition, 

the Nearest Neighbour rule achieves consistently high 

performance, without a priori assumptions about the 

distributions from which the training examples are drawn. It 

involves a training set of both positive and negative cases. A 

new sample is classified by calculating the distance to the 

nearest training case; the sign of that point then determines 

the classification of the sample [29, 30]. The k-NN classifier 

extends this idea by taking the k nearest points and 

assigning the sign of the majority.Gradient boosting falls 

under the category of boosting methods, which iteratively 

learn from each of the weak learners to build a strong 

model. It can optimize classification, regression and 

ranking.Gradient boosting falls under the category of 

boosting methods, which iteratively learn from each of the 

weak learners to build a strong model. The features that are 

selected are subjected to the classification process for 

analysis of estrus state [31]. Classifier results are analyzed 

using the confusion matrix based on the performance 

parameters. Accuracy, specificity, sensitivity are determined 

with the true positive, true negative, false positive and false 

negative values of the confusion matrix. Decision tree 

classifier is defined to be more efficient for classification 

with accuracy of 98%. 

III. RESULTS 

There is a statistical significant correlation between the milk 

parameters like fat, SNF, SG, pH and Density in estrus and 

non-estrus groups. Fat shows significant positive correlation 

for SNF (r = 0.924). Fat is also positively correlated to SG (r 

= 0.219). pH shows significant negative correlation towards 

fat (r = -0.44), SNF (r = -0.21) and SG (r = -0.123).Different 

machine learning models were applied on this value to 

choose the effective learning model that detects estrus based 

on these variables. The level of fat in the milk increases 

during the estrus period. In the same way, SNF and SG also 

increases at the time of estrus. But the acidity of the milk 

increases during estrus and so the pH decreases and shows a 

negative correlation for estrus. The correlation between 

these parameters towards estrus is given in table 2. 

 

 

 

 

 

 

 

 

 

 

 

 

TABLE II.  CORRELATION BETWEEN MILK PARAMETERS AND ESTRUS 

SI.NO Parameter Correlation 

1. Fat r = 0.46102 

2. SNF r = 0.20028 

3. SG r = 0.03520 

4. pH r = -0.80999 

5. Density r = 0.03520 

 

The features are trained with decision tree classifier, 

Logistic Regression, Naïve Bayes classifier, Random forest 

classifier and Linear SVM. The models are trained, tested 

and validated using MATLAB software (R2019B).  The 

confusion matrix and ROC curve were obtained. The 

confusion matrix of Decision tree classifier shown in the 

figure1 and flowchart is given in figure 2. 

 

 
 

FIGURE 1: Confusion Matrix of Decision tree classifier 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
FIGURE 2: Decision Tree Classifier Flowchart 

 

The accuracy, specificity, F1 score, Precision and Recall 

were calculated from the confusion matrix. The comparison 

of evaluation metrics for all the 5 models is shown in table 

3. 

 

Decision Root 

Leaf Node –

Non-Estrus 

Decision Node Decision Node Leaf Node - 

Estrus 
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TABLE III.  COMPARISON OF EVALUATION PARAMETRIC AMONG MODELS 

 

The accuracy curve is plotted and show in figure 3. 

. 

 
Figure 3: Accuracy of models 

IV. DISCUSSION 

In this study, we tried to correlate between the milk 

parameters like fat, SNF, SG, Density and pH and to detect 

the estrus by predicting using machine learning algorithms. 

Toledo-Alvarado et all,(2018) [2] described changes in milk 

characteristics during estrous cycle. Milk composition, 

particularly fat, protein, and lactose showed clear 

differences among the estrous cycle phases. Fat increased by 

0.14% from diestrus high-progesterone to estrous phase, 

whereas protein concomitantly decreased by 0.03%. Lactose 

appeared to remain relatively constant over diestrus high-

progesterone, rising 1 d before the day of estrus followed by 

a gradual reduction over the subsequent phases. 

VarijNayanab et all,(2020) [21] discovered a lateral flow 

method for detection of LH in urine. A qualitative ELISA 

for sensing LH was developed based on competitive binding 

of gold nanoparticles conjugatedwith epitope peptide and 

LH towards antipeptide antibodies against LH. They also 

further explored the detection of LH in buffalo urine using 

the gold nanoparticlesLHP conjugate (AuNP-LHP) in 

dipstick format. These experiments provided a proof-of-

concept towards applicability of LH based sensor for 

ovulation prediction in the buffaloes. SerapGöncü et 

all,(2019) [16] described about the sensor technology that 

monitors and increase the reproduction system of cattle. 

Sensor technologies are newly used for cattleproduction 

management. These innovative applications are leading to a 

more efficient cow management in terms of both physiology 

and sustainability.Efficiency of ultrasonography is 85-95%. 

Detection of estrus using sensor based fuzzy logic system 

gives 84.2% sensitivity. Use of nanotechnology for motion 

sensing in order to detect the restlessness of cow during heat 

gives accuracy of more than 82% [28]. 

 
 In this study the proposed method have a simple method 

which is even non-invasive to detect estrus. The milk 
parameters that show significant difference in estrus and 
non-estrus period are regularly monitored and classified 
usingdifferent machine learning techniques in which decision 
tree classifier is definedto be accurate and time consuming. 
This can also pave way for successful artificial insemination. 
It is also a cost efficient one. In current days, there is already 
an analyser available which can measure the fat and SNF 
values. Incorporating a pH and specific gravity measurer in 
that analyser itself will be quiet more easier. If all these 4 
milk parameters are monitored and trained daily, there is a 
possible easier way of detecting estrus in that analyser itself. 

V. CONCLUSION 

Detecting estrus and successful impregnating of a cow is the 

single most important factor on the dairy farm. The 

Conception Rate of cow shouldbeproportionate to that of 

being inseminated. This ratio shows the effectiveness of 

estrus detection in the farm. Till now there are multiple ways 

to detect estrus like Visual observation, Computerized 

systems like Pedometer or Heat Watch which is a type of 

real time automated estrus detection system, Chin ball 

markers, Kamar Estrus Mount Detectors, Teaser animals, 

Progesterone tests, Videotaping [26]. These techniques will 

be useful while experiencing with herd of cows in dairy 

farms. The estrus detection in silent estrus and minimal cow 

dairy farms are quite difficult which may lead to decrease in 

livestock and farmers income. In order to introduce a 

effective, automated, no attention by owners, time 

consuming, non-invasive and general simple method, we are 

proposing the Decision Tree classifier as the efficient method 

for detecting estrus by utilizing milk parameters which gives 

98% accuracy 
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Abstract—The goal of this study was to apply machine learning
(ML) methods to predict the Length of Stay in an Intensive Care
Unit (LOS-ICU) based on preoperative factors. To optimize the
capacity of the ICU in surgery department, the prediction of a
long stay ( >2 days) can support the clinical decision making
on accepting or delaying a patient intervention, considering the
ICU occupancy. A database with records from 7364 patients that
were operated in the Cardiothoracic surgery department of a
public Portuguese hospital was used as the base of ML algorithms
training. Regarding the risk of the patients to be in the group of
long LOS-ICU, we compared five machine learning algorithms
including Gradient Boosting, Random Forest, Support Vector
Machine (SVM), Adaboost and Logistic Regression. We studied
the classifier performance to adjust the sensitivity of a long stay
classification, in order to reduce the potential of long LOS-ICU
classification being miss classified as a short LOS-ICU.

Index Terms—Cardiac surgery, Machine learning, Preopera-
tive risk factor, Classifier tuning

I. INTRODUCTION

AI applications to Personalized Medicine are growing with
increasing interest for medical practice. Personalized treat-
ments and decisions have just started to be used in clini-
cal practice. For example, EHR data can be used for the
identification of disease phenotypes and its best treatments
[1]. Also, ML can support discussion on treatment options,

Supported by science and technology foundation (FCT), Ph.D. grant
PD/BDE/142973/2018

time to cure or stability, patient preferences, side effects,
treatment burden, or cost, based on patients’ characteristics.
The collection of outcomes data, including data reported by
the patients, will allow to add to EHR data other potentially
predictive variables for personalized medicine, that are not yet
considered. The regular improvement in outcomes collection
and use of healthcare data analysis, including ML algorithms,
is going to progress for new treatment pathways. Also, it
will progress for better and personalized use of resources in
healthcare [2].
ML has the potential of promoting high-value care, by sup-
porting the development of better quality and less cost in
healthcare across unique populations or to find better proce-
dures [3]–[6]. Aligned with the aim of the study in this paper,
ML application to clinical practice will empower physicians
to make high-value decisions [7]–[9].

Postoperative critical care of cardiac surgery patients is
where the pressure on service capacity management and cost
effort is more critical. As a major bottleneck in the surgery
service capacity, more research is needed to predict in advance
the patients’ needs related to critical care after surgery, towards
better intensive care unit (ICU) resource planning [10]. Longer
length of stay in intensive care unit (LOS-ICU) is a known
indicator of higher risk to mortality, morbidity and lower
health-related quality of life [11]. Furthermore, as patients
are expected to be admitted to ICU after cardiac surgery,
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the estimation of LOS-ICU is determinant when planning
resources to optimize patient throughput. For these facts, the
prediction of LOS-ICU based on preoperative factors would
be of much relevance for cardiothoracic surgery departments.
Other studies related to prolonged LOS-ICU for patients in
cardiac surgery reported that increased preoperative creatinine
levels, history of atrial fibrillation, and high EuroSCORE
values are risk factors for LOS-ICU superior to 2 days [12].
Also, low preoperative hemoglobin, prolonged aortic clamping
time, and low PaO2/FiO2 ratio and blood glucose measured,
were reported to be related to prolonged LOS in ICU [13].

Automatic prediction of the risk of a patient to be in the
group of long LOS-ICU could support quicker and more effi-
cient decisions regarding resources management and, possibly,
early clinical support to potential risk factors. This study
aimed to explore machine learning (ML) techniques, such
as logistic regression, random forest, support vector machine
(SVM), Ada boost, and Gradient boosting [14], [15], to predict
LOS-ICU, from preoperative data registered on a database of
patients that were submitted to cardiac surgery from 2008
to 2020, in a public Portuguese hospital. This predictive
model would support the decision-making of clinical teams
when ordering patients for surgery planning while optimizing
hospital capacity and ensuring patients’ safety.
In this paper, we present the results of an observational study
to develop a ML-based prediction model to predict the LOS-
ICU based on preoperative variables that characterize patients.
We include a detailed description of all the important steps
that were taken, regarding the pre-processing procedures used
to analyze a clinical outcomes database and the classification
algorithms. We discuss the validity of the results based on their
potential impact on clinical practice and decision-making. The
remainder of the paper is structured as follows. In Section
2, we explain the materials and methodology used for data
preprocessing. Section 3 gives result of how we implemented
training and testing, subsequently used for comparing the
different classifiers models. Section 4 presents discussion
about the performance for the different classifiers and how
these can support the clinical decision-making. In section 5, a
future work is presented.

II. PROPOSED METHOD

A. Data

Data was collected from 2011 to 2020, in a public Por-
tuguese hospital in Lisbon, Portugal. The dataset [16] contains
longitudinal information on outcomes of patients that were
operated in the cardiothoracic surgery service. This dataset
includes preoperative, operative, and postoperative data. The
preoperative data of the population recorded on this database
is summarized in Table 1.

B. Input and output features for the prediction model

Preoperative risk factor data are the input variable. For
missing values related to categorical values, we used the mean
of numerical values to find the missing values and mode was
the approach to substitute the categorical values missing data.

Input information was preoperative data that included di-
abetes treatment, hypertension, chronic lung disease, cere-
brovascular disease, smoking history, hypercholesterolemia,
renal disease, last preoperative creatinine, chronic lung dis-
ease, extracardiac arteriopathy, neurological dysfunction, pre-
operative heart rhythm, described in Table 1. The output data
is LOS-ICU.

C. Two groups of LOS: classification

LOS-ICU values are between 0 and 195 days by a mean of
2.84, in the studied dataset. The output of this study in total
LOS is from 0 to 282 with a mean of 3.50. The importance
of the ML algorithms, in this study, is centered on supporting
the doctors on faster and better decisions when grouping the
patients by the need of a short LOS-ICU [0,2] (days) or a
long LOS-ICU ]2,200] (days). In other words, short term,
is the group of patients that stay less than 2 days in ICU,
and long term, corresponds to patients that stay longer than
2 days. Besides, the data set is imbalanced between these
two categories: 2269 belong to long term stay and 5094 cases
related to short term stay. In most of the isolated features, the
patients from the two groups are mixed (the features overlap)
and the differentiation between groups is not an easy problem
for the classification methods. The aim of classification is
to identify patients in the two groups, short-term or long-
term, and further predicting LOS-ICU, in order to optimize the
capacity of the surgery department. Based on preoperative risk
factors, five ML methods, adaboost [17], Logistic regression
[18], random forest [19], support vector machine [20] and
gradient boosting [21] have been used for classification.

For each of the classifiers [17]–[21] , the experiments were
performed by dividing the subjects into two data sets: training
(80%), test (20%).

III. RESULTS

A. Classification

In this study, the benefit of work with multiple classification
models over a single model supports the search for the best
classifier [19]. Figure 1 shows the models of classifications.
The two types of LOS-ICU categories are called predicted
short-term and long-term. The classification answers to the
question will the patient be a Long LOS-ICU case. Long
LOS is considered the positive class. The classification can
be adjusted by defining a threshold on selecting patients to be
classified as Long LOS-ICU or Short LOS-ICU, increasing or
decreasing false positives vs false negatives.

B. Receiver operating characteristic curve: ROC curve

The ROC curve is a graph showing the performance of a
classification model for all classification thresholds. This curve
plots two parameters: true positive rate (TPR) against the false
positive rate (FPR), as traced in Figure 2.

There is an efficient method that can provide the different
classification thresholds, based on the Area under the Curve
(AUC), that provides an overall merit of the classifer. AUC
is the integral of the ROC curve and is 1 in case of perfect
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TABLE I
DESCRIPTION OF VARIABLES

n (%)
Smoking history
Never smoked 4996 (67.9)
Ex-smoker (1 month or more) 1516 (20.6)
Current smoker 851 (11.6)
Diabetes treatment
None 5212 (70.8)
Diet 130 (1.8)
Oral alone 1737 (23.69)
Insulin (with or without oral) 284 (3.9)
Hypertension
No hypertension 1578 (21.4)
Hypertension 5781 (78.5)
Not known 4 (0.1)
Hypercholesterolaemia
No hypercholesterolaemia 2585 (35.1)
Hypercholesterolaemia 4778 (64.9)
Renal disease
None 7138 (96.9)
Functioning transplant 14 (0.21)
Creatinine >200 umol l-1 193 (2.61)
Dialysis - acute renal failure 5 (0.15)
Dialysis - chronic renal failure 13 (0.21)
Chronic lung disease
No 6693 (90.9)
COPD / Emphysema 629 (8.5)
Asthma 41 (0.6)
Extra cardiac arteriopathy
No 6979 (94.8)
Peripheral vascular disease 255 (3.5)
Cerebro-vascular disease 163 (2.2)
Cerbovascular disease
None 6811 (92.5)
CVA 374 (5.13)
TIA 30 (0.43)
Non-invasive >50 % stenosis on Doppler 171 (2.31)
Previous carotid surgery 14 (0.21)
Neurological dysfunction
No 7194 (97.77)
Yes 169 (2.31)
Pre-operative heart rhythm
Sinus 5831 (79.25)
Ventricular tachycardia/ Ventricular fibrillation 4 (0.14)
Atrial fibrillation/ Atrial flutter 1221 (16.61)
Complete heart block 4 (0.1)
Other abnormal rhythm 15 (0.21)
Paroxistic atrial fibrillation 134 (1.81)
Rhythm pace 154 (2.11)

classifier or 0.5 in case of a random classifier. Predictions
ranked in ascending order in AUC is classification-threshold-
invariant. In fact, it measures the quality of the model’s pre-
dictions irrespective of what classification threshold is chosen.

By tuning the classifier threshold value, the AUC was
calculated by using a cutoff where the sum of sensitivity and
specificity was maximal. The error rates of the models were
calculated by using a cutoff where the sum of sensitivity and
specificity was maximal. For the logistic regression, gradient
boosting, random forest, support vector machine (svm) and
adaboost model used, the accuracy was 0.71, 0.72, 0.76, 0.70
and 0.75, respectively, in defined optimal threshold locations.

The curve shows that the best choice for the classifier is the
random forest classifier, on the rates of true and false positives

and the implicit trade-off between the two.
The classifier should then be tuned to operate by adjusting

the classification threshold and adjusting the False Negative
Rate. Figure 2 presents the classifier adjustment to clinical
practice (high specificity to avoid missing long LOS-ICU).
Hence, detecting the patients at higher risk of long-stay is the
core importance of this ML method, focused on supporting
the clinical decision makers when ordering the patients that
will be operated. In the confusion matrix it is shown the
error rates on False Negatives (True Long LOS classified as
Short LOS, that should be reduced) and the False Positives (
True Short LOS classified as Long, that do not pose a risk
for the patient). The confusion matrices are computed for
point1, point2, and point3 presenting different levels of error
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Fig. 1. Flowchart of classification models for LOS-ICU.

for the False Negatives, respectively 5, 35, and 64 in total
of 423 true long stay patients. Table 2 shows a summary of
statistical measures for the three points marked in the ROC
curve. These measures are those relevant for the aim of using
ML support to help clinicians in decision-making, preserving
patients’ safety while optimizing hospital capacity [22]. The
points chosen in the ROC curve are positions where sensitivity
to Long LOS (true-positive rate) is high ( >0.860). This is
important as it guarantees that most of the patients that will
need a long stay will be predicted as so. This tuning will
prevent the error Type II, which is the mostly avoided in
this problem: to miss classify a patient in the long LOS as
a short LOS. This error would put patient safety at risk, as it
could lead to high risk of exceeding the ICU capacity. In other
words, failure to identify a significant proportion of long-stay
patients could result in an unexpected demand for bed space,
nursing requirements, and higher unanticipated costs. Another
relevant statistical measure for this study is the false omission
rate (FOR). This measure represents the ratio between false
negatives and predicted negatives, i.e. those patients that are
in the group of short LOS but are miss classified in the group
of long LOS. Low values of FOR allow the clinical decision-
making to be confident when predicting that a patient will have
a short stay in ICU. This would allow rapid decisions related
to patients that will not put at risk the ICU capacity.

A compromise between the sensitivity for Long LOS and
the FOR represent the best outcome for this ML problem, at
the expense of a low overall accuracy. For resource manage-
ment, it may be preferable to accept a decrease in general
accuracy of the model but tune it to correctly identify more
long-stay patients and increase the confidence in the predicted
short-stay patients.

IV. DISCUSSION

ICU is an expensive and scarce resource in a hospital. When
faced with the decision of a new cardiac surgical intervention,

Fig. 2. ROC curve: Adjusting the model in three different points to clinical
practice (high specificity to avoid missing long LOS) using five classifiers ad-
aboost, gradient boosting, logistic regression, support vector machine (SVM)
and random forest

TABLE II
SPECICFICITY, FALSE-POSITIVE RATE (FPR), AND SENSITIVITY /

TRUE-POSITIVE RATE (TPR) AND FALSE OMISSION RATE (FOR) FOR
THREE POSITIONS IN THE ROC CURVE

Specificity FPR
Sensitivity

TPR FOR
Point 1 0.025 0.974 0.891 0.161
Point 2 0.140 0.858 0.923 0.196
Point 3 0.287 0.711 0.860 0.179

the clinical decision can be supported by a risk predictor on
the number of days that a specific patient will need to stay
in the ICU, based on his current clinical status. An accurate
prediction would allow a better planing of hospital resources,
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while guaranteeing patients’ safety.
In this paper, we present a ML method to classify patients

in cardiac surgery according to their postoperative needs for
ICU stay. By minimizing the risk of a patient being wrongly
predicted as short stay, the current algorithm was tuned to
force a high precision of risk evaluation of long LOS-ICU.
While this model minimizes the most critical error of accepting
a new patient that was considered a short stay and reveals
as a long stay, it produces an increased number of wrong
classifications of patients that need short LOS-ICU as long
LOS-ICU. We demonstrate that it is possible to provide to the
clinical team, the possibility to adjust the classifier to different
sensitivity values, taking into account the ICU resources (e.g.
the number of free beds). Like in [23] that provide a validation
mechanisms, we refer to the extent to which clinicians can
relate to Artificial Intelligence (AI), attach a clinical reasoning
to its output and integrate its use in their daily workflows and
routines. Our risk prediction tool can support faster clinical
decision-making and better resource planning, by predicting
the length of stay of each patient in the most critical acute
postoperative resource.

V. FUTURE WORK

A future study can investigate more machine learning classi-
fiers. In this case, the accuracy could increase in the means of
precise prediction in the two labels of LOS-ICU as a short term
and long term. To explore this further, regressors are methods
that predict LOS-ICU by using categorizing the classifiers in
terms of valuating mean absolute error (MAE) in LOS-ICU in
long term.
A special interest for resource planning exist to predict the
number of days of long LOS-ICU. Such a prediction would
allow to differentiate different groups of patients in this class,
and improve surgical planning.
This study will also develop an software for risk estimation
which could be used for real-time estimation of patients’ LOS-
ICU after surgery, to be calculated in the preoperative period.
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Abstract— Breast-cancer (BC) is one of the major diseases 

in women group and the early diagnosis and treatment is 

necessary to cure the disease.  Early detection of BC is very 

essential to implement appropriate treatment and the proposed 

research aims to develop an automated BC detection system 

using Breast-Thermal-Images (BTI). The executed approach is 

as follows; (i) Recording the image for various breast 

orientation, (ii) Extracting the healthy/DCIS image patches, 

(iii) Treating the patches with image processing scheme, (iv) 

Feature extraction, (v) Feature optimization with Marine-

Predators-Algorithm (MPA), and (vi) Two-class classification 

and validation.  In this work, the essential image features, such 

as GLCM and LBP with varied weights are considered to 

classify the clinically collected BTI into healthy/DCIS class 

using a chosen two-class classifier. The result of this study 

confirms that the Decision-Tree (DT) classifier helps to achieve 

enhanced accuracy (>92%) compared to other methods 

adopted in this research. 

Keywords—Breast cancer, Thermal image, Marine-Predators-

Algorithm, GLCM, LBP, Classification. 

I. INTRODUCTION  

In the current era, even though a number of modern 
detection and precautionary methods are available for the 
use, the diseases in humans are gradually rising because of 
their personal and environmental reasons [1,2]. Among the 
existing diseases, the cancer is one of the major illnesses 
leads to very painful death. The former research on cancer 
authenticates that; pre-mature detection will help to cure the 
disease with prescribed clinical treatment methods, such as 
chemotherapy, radiotherapy and mild/major surgery [3,4].   

In women community, the cancer in breast region 
(Breast-Cancer) is rising due to a variety of reasons and the 
untreated Breast-Cancer (BC) will lead to various health 
problems []. The premature phase identification of BC will 
be completed by means of suggested medical practice. The 
final phase of BC can be predictable with the following 
indications; swelling in breast, variation in the 
silhouette/dimension of breast, transform of breast skin 
shade, uncontrollable pain, etc. Based on the location of the 
BC, it can be categorized into (i) Ductal-Carcinoma-in-Situ 
(DCIS)  and (ii) Lobular-Carcinoma-in-Situ  [5]. 

When the symptom of the BC is feat; then the patient 
should approach the doctor for through examination and 
confirmation of the disease with a variety of clinical 
procedures. The clinical level diagnosis of the BC involves 
in; (i) Visual examination by the disease exert, (ii) 

Examination of the suspicious section using the bio-imaging 
technique, and (iii) Extracting the sufficient breast tissues 
using the Core-Needle-Biopsy (CNB) in order to confirm the 
cancer and its stage using recommended clinical tests. The 
execution of the CNB is one of the hurting invasive practice 
in which a needle is inserted to collect the tissue for further 
evaluation. In most of the cases, the CNB will not be 
recommended and the BC will be diagnosed using the 
modern imaging techniques [6-8]. 

The earlier works on bio-imaging based breast 
abnormality detection considered various imaging 
modalities, such as X-ray (mammogram), ultrasound, 
thermal-imaging, Magnetic-Resonance-Angiogram (MRA),   
and MRI [4,7,8]. Recently, the thermal-imaging approaches 
are widely adopted in various clinics to detect the disease in 
organs using the infer-red (IR) radiation coming out of the 
skin section and due to its non-invasive nature and low cost, 
these approaches are widely adopted in BC diagnosis [9-12]. 

The thermal imaging of the barest section is recorded 
using a specialised thermal imaging device (camera) which 
converts the captured IR radiation in to RGB scaled image of 
chosen dimension. In this image, every colour demotes a 
thermal profile and by simply evaluating the thermal profile, 
the abnormality in the image can be detected. Thermal-
Imaging (TI) supported BC diagnosis can be found in [13] 
and these works confirms that; this technique helps to detect 
the disease with better diagnostic accuracy. 

In this work, the clinical grade BTI images collected 
from the DITI-India [14] is considered for the evaluation and 
the earlier works on this database can be found in [4,8,13].  
The recording of the image is carried out in different 
orientations and after the recording, the suspicions sections 
having abnormal/normal thermal patterns are cropped and 
resized to 256x256x3 pixels. The cropped images are then 
evaluated using; (i) Saliency detection, morphological 
segmentation and GLCM feature extraction, and (ii) Local-
Binary-Pattern (LBP) generation with varied weights ( W=1 
to 4) and LBP feature extraction. All these extracted features 
are serially integrated to form a one-dimensional (1D) 
feature vector. Then the dominant features from this feature 
vector is selected using Marine-Predators-Algorithm (MPA) 
and these values are then considered to train and validate the 
binary classifier. During the classification task, a 10-fold 
cross validation is implemented and the best value attained is 
then considered as the classifier output. The task of this 
section is to categorize the TI into healthy/DCIS group. In 
this work, the performance evaluation of different classifiers 
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are executed and based on the classification accuracy, the 
merit of the chosen binary classifier is confirmed. 

Remaining part of this research are prearranged as below; 
Section 2 demonstrates the methodology, Section 3 presents 
the experimental outcome,  Section 4 and 5 demonstrates the 
discussion and conclusion of this work. 

II. METHODOLOGY 

The detection of the BC using TI is one of the proven 
approach, in which a chosen image processing schemes are 
employed to extract and evaluate the abnormal section in the 
breast. The implementation of various segmentation 
techniques to extract the abnormal section from the breast TI 
can be found in [13]. Further, the image executed using the 
DITI-India dataset can be found in [14]. All the above said 
techniques are implemented the segmentation techniques.  

In the proposed work, a methodology is suggested to 
extract and evaluate the abnormal breast segment from TI 
using the MLS. The various phases available in this system 
can be found in Figure 1.  The patient with the breast cancer 
is completely tested by the doctor and suggests the image 
supported examination. The BT for the patient are recorded 
for the patients in a controlled environment using a special 
camera, which converts the IR radiation into RGB scale 
images with varied thermal patterns (colours ranging from 
blue to white). After collecting the TI; cropping and resizing 
is performed to get the recommended dimension image 
patches. The image patches are then evaluated using two 
different feature extraction pipelines, such as (i) saliency 
enhancement, morphological segmentation and GLCM 
feature mining, and (ii) LBP enhancement and feature 
extraction. After collecting these features, serial feature 
integration is then implemented. Feature optimization is then 
implemented using the MPA in order to choose the dominant 
features and the optimized features are then considered to 
train and validate the binary classifier using a 10-fold cross 
validation.   

 

Fig.1. Structure of the proposed thermal image examination scheme 

A. Therma Image Database 

Recently, TI assisted disease detection method is widely 
adopted due to its non-invasive nature. In this work, the real-
time images of TI discussed in [4,8,13] is adopted for the 
examination. This dataset consist both healthy/DCIS class 
images collected from the volunteers using various angle 

positions, such as o0 , o45 and o90  as 

depicted in Figure 2.  In this work, only the thermal patches 
from the normal and abnormal image section is then 
extracted and resized to 256x256x3 for the assessment. The 
number of image slices considered in this work for both the 
class is depicted in Table I. The converted images are then 
considered for the feature extraction and classifier validation 
task. 

 

 

Fig.2. Sample test images collected from volunteers 

TABLE I.  THERMAL IMAGE PATCHES CONSIDERED 

Database Dimension 
Images 

Total Training Validation 

Normal (clinical) 256x256x3 300 200 100 

Abnormal (clinical) 256x256x3 300 200 100 

B. Feature Extraction 

Automated disease detection is important to lessen the 
diagnostic burden during the mass screening task.  In most of 
the cases, features based disease categorization is employed 
due to its proven potential and every MLS and deep-learning 
methods works based on the features. In most of the MLS; 
the handcrafted-features such as GLCM and LBP  are widely 
adopted to categorize the test pictures.  

1. GLCM features mining 
GLCM features helps to get the shape and texture 

information of the images under study. The texture 
information can be easily attained using the raw/processed 
images (gray level) and the shape features are collected from 
the binary image. In this work, the GLCM features are 
extracted from the pre-processed image; which is achieved 
using the saliency enhancement and morphological 
segmentation. 

The essential information regarding the saliency 
supported image enhancement can be found in [15] and the 
morphology based segmentation scheme is presented in [16].  

The GLCM features extracted in the proposed for 
healthy/DCIS picture is depicted in Eqn. (1), 

  )25,1(GLCM, ... ,)1,1(GLCM(1x25) LCMGF   (1) 

The GLCM features extracted using this work can be 
found in the earlier works [17-19].  

2. LBP features mining 
The LBP is also a handcrafted-feature widely adopted in 

MLS and in this work, the global weighted LBP invented by 
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Gudigar et al. [20] is adopted to enhance the image with 
varied weights ranging from W=1 to 4 and every technique 
helped to get a one-dimensional features of value 1x59 and 
the total features extracted with the proposed LBP will be 
4*59 = 1x236. Eqn. (2) depicts the LBP features of this 
research; 

(1x59) BP4LF(1x59) BP3LF

(1x59) BP2LF(1x59) BP1LF(1x236) BPLF




(2) 

 
The essential work on LBP and its features can be found 

in []. 

C. Feature Selection 

The dominant feature selection is one of the essential 
tasks in MLS to reduce the problem of over fitting. The 
traditional feature reduction procedures existing in the 
literature can be accessed from [18]. In this work, heuristic 
algorithm based feature selection is employed. 

The raw features existing for the assessment is depicted 
in Eqn. (3) and the feature reduction process will help to get 
a reduced feature vector value;  

)236,1()25,1((1,261) LBPFGLCMF TotalF    (3) 

The MPA is a nature-inspired meta-heuristic method 
invented by Faramarzi et al [21] and this approach combines 
the Lévy/Brownian-search to find the optimal solutions for a 
chosen task. As depicted in Figure 3, the MPA consist three 
search phases in which it uses a Lévy-search when the 
available prey is less and utilizes the Brownian-search when 
prey concentration is more. It continuously adopts both the 
search tactics till it discovers optimal solution. The sample 
2D and 3D search strategy in MPA is depicted in Figure 4 
and this strategy is continuously adopted in all the phases of 
MPA till optimal solution is achieved. 

Initially, all the agents are arbitrarily dispersed in the 
investigate space based on Eqn. (4); 

)XX(XX
LUL0

    (4) 

where  is random value [0,1], 
U

X and 
L

X are upper and 

lower bounds.  

The MPA uses the survival-of-fittest (SOF) theory to 
choose the top predator, which survives over a long duration. 

In the MPA, every search iteration ( )Iter
max

is divided into 

three phases, such as PhaseI = upto 
max

Iter
3

1
, PhaseII= 

maxmax
Iter

3

2
IterIter

3

1
 and PhaseIII = greater than 

max
Iter

3

2
 

PhaseI:  It is the initial section called the high-velocity-phase, 
in which the predator is assumed faster than the prey. 

PhaseII:  It is the mid section called the unit-velocity-phase, 
in which the predator and prey are moving at same velocity. 

PhaseIII:  It is the final section called the low-velocity-phase, 
in which prey moves faster than the predator.  

When the MPA search is initiated, it will explores the entire 
search space till the objective-value of the chosen problem is 
maximized. The complete information of the MPA can be 
found in [22,23]. 

 

Fig.3. Various phases in the MPA optimization search 

 

Fig.4. Sample 2D and 3D search pattern 

In this work, the following values are considered for the 
MPA; number of agents = 25, search dimension = features to 
be selected, objective-value = maximal Hamming-distance, 

maximum iterations (
max

Iter ) = 3000 and stopping criteria = 

max
Iter . 

D. Implementation 

The implementation of the feature optimization is 
depicted in Figure 5 and in this task, every feature 
(healthy/DCIS case) is individually compared against each 
other and the feature offers the maximal Hamming-distance 
is selected as the best feature. Similar procedure is employed 
for all the 261 features of GLCM and LBP and the features 
which have the clear difference between the healthy/DCIS 
cases are selected as the optimized features. In this work, the 
MPA helps to identify (1x74) optimized values and these 
features are then considered to evaluate the classifier 
performance. 
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Fig.5. Feature optimization with MPA 

E. Classifier Implementation and Validation 

A binary classification with a 10-fold cross validation is 
then implemented in this work to validate the performance of 
the BC detection scheme. The binary classification is 
implemented using SVM variants, such as linear (SVM-L), 
quadratic (SVM-Q), cubic (SVM-C), Fine-Gaussian (SVM-
FG), Medium-Gaussian (SVM-MG), Coarse-
Gaussian (SVM-CG) are considered and the results are 
computed [24]. 

The performance of the proposed BC detection approach 
is verified by computing the performance-measures, like 
True-Positive (TP), True-Negative (TN), False-Positive (FP) 
and False-Negative (FN), From these PV, additional 
measures, such as accuracy (AC), precision (PR) sensitivity 
(SE), specificity (SP) and F1-Score (FS) [17-19]. 

III. EXPERIMENTAL RESULT 

This part of the research presents the experimental 
outcome attained using the MATLAB software.  Initially, the 
essential sections from the TI are extracted and resized into 
256x256x3 pixels and the trial picture of healthy/DCIS case 
is depicted in Figure 6. These images are then considered for 
the evaluation. Fig 6(a) depicts the thermal profiles of 
healthy class and Fig 6(b) shows the DCIS category. 

 

Fig.6. Sample trial images of healthy/DCIS class 

Initially, the saliency enhancement and morphological 
extraction based technique is implemented to mine the 
abnormal section from the chosen breast TI section and then 
the GLCM features are extracted. Figure 7 shows the 
outcome attained with the implemented technique. Fig 7(a) 
depicts chosen TI segment, Fig 7(b) and (c) shows saliency 
and feature maps of the enhanced image, Fig 7(d) depicts the 
saliency feature plot and Fig 7(e) illustrates the extracted 
DCIS section. The GLCM features are then extracted and 
then integrated with the LBP features to form the essential 
handcrafted-features vector.  

 

Fig.7. Saliency and morphological segmentation based evaluation of thermal 
pictures 

The image slices are then considered for the LBP 
supported enhancement with varied weights (W=1 to 4) as in 
Figure 8 and every image helps to extract 59 LBP features 
and the total LBP features extracted from this image group is 
4x59=236. The corresponding LBP histogram is depicted in 
Figure 9 for healthy and DCIS class. 

 

Fig.8. LBP enhanced thermal images for W=1 to 4 

 

Fig.9. LBP histogram of healthy and DCIS class 

IV. DISCUSSION 

The integration of the GLCM and LBP features helps to 
get a feature vector with a dimension 1x261 and these 
features are then reduce to a lower value (1x74) using the 
MPA. These features are then considered to train and 
validate the binary classifiers considered in this research.  

In this work, 200 TI slices are considered to train the 
SVM classifiers and 100 TI are considered to validate the 
merit of proposed scheme. The experimental results attained 
in this work are depicted in Table II. The results of this table 
confirm that the accuracy of SVM-C and SVM-CG is similar 
and superior to other methods. The overall performance 
presented in the Glyph-plot (Fig. 10) confirms that the 
overall performance of CSVM-C and SVM-CG are 
approximately similar. If the proposed work is implemented 
with any one of the above mentioned classifiers, the result 
will be superior. 
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TABLE II.  PERFORMANCE VALUES ATTAINED WITH TWO-CLASS 

CLASSIFIERS 

Method TP FN TN FP 
AC 

(%) 

PR 

(%) 

SE 

(%) 

SP 

(%) 

FS 

(%) 

SVM-L 92 8 90 10 91 90.19 92 90 91.09 

SVM-Q 92 8 94 6 93 93.88 92 94 92.93 

SVM-C 93 7 94 6 93.50 93.94 93 94 93.47 

SVM-FG 91 9 92 8 91.50 91.92 91 92 91.46 

SVM-
MG 

92 8 93 7 92.50 92.93 92 93 92.46 

SVM-CG 94 6 93 7 93.50 93.07 94 93 93.53 

 

 

Fig.10. Glyph-plot of the computed performance values 

In this research, the clinical grade TI is considered for the 
assessment and the attained result confirms that this work is 
clinically noteworthy. In future, the MPA can be replaced 
with the recent approach called the Red-Fox-Optimization 
[25] method existing in the literature. 

V. CONCLUSION 

Assessment of breast TI is necessary to identify the BC in 
women community and in this research; a methodology is 
suggested to examine the TI using chosen handcrafted-
features. The proposed work implements saliency based 
enhancement and morphology segmentation to extract the 
GLCM features. Later, the LBP features are extracted from 
the pictures enhanced with W=1 to 4 and these features are 
then combined to form the hand-crafted feature vector. The 
dominant features are then selected using the MPA and these 
features are then considered to test the performance of the 
considered SVM classifiers. In this work, the result attained 
with SVM-C and SVM-CG are approximately similar. The 
proposed scheme works well on the clinical grade breast TI 
and provides better disease detection accuracy. 
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Abstract— While mild traumatic brain injury may affect 

brain cells temporarily, more-serious traumatic brain 

injury can result in bruising, torn tissues, bleeding, and 

other physical damage to the brain.  These injuries can 

result in long-term complications or death.  Studies have 

shown that care for brain injuries should begin as soon as 

possible after an injury occurs, and that by reducing 

intercranial pressure common in traumatic brain injuries 

some of those complications may be mitigated.  The 

objective of this research is to assess how applying a 

negative inspiratory pressure instantaneously lowers 

intracranial pressure and how this reduction persists over 

time with continued enhanced negative inspiration 

pressure.  There is research that suggests that ICP is 

reduced approximately 0.75 mmHg for every 1 mmHg 

reduction in ETP, in animal models, and this study shows 

promise for positive outcomes on humans using a cervical 

collar with a vacuum chamber that regulates pressure on 

the ventral areas of the neck. 

Keywords—traumatic brain injury, TBI, intracranial pressure, 

ICP, pressure, control. 

I. INTRODUCTION 

The objective of this system is to reduce the various 

secondary outcomes that can occur as a result of increased 

intracranial pressure (ICP) in a traumatic head injury [1].  

Secondary outcomes may include sensory impairment, 

moderate cognitive impairment, severe brain injury, coma, or 

even death.  While an ICP of about 0 to 10 mmHg is normal, 

pressures between 20 and 40 mmHg can lead to substantially 

reduced positive outcomes for patients.  To minimize these 

secondary effects, care should begin as soon as possible after 

injury. [2]  Ideally, ICP will be reduced by first responders 

within the “Golden Hour.” [3] 

Negative inspiration pressure imposed on the thorax during 

respiration results in instantaneous decrease in ICP, including 

increased ICP due to head trauma. [4]  In the Yannopoulos 

study, it was shown that a pressurized pneumatic band placed 

around the abdomen resulted in negative inspiration pressure, 

which resulted in instantaneous decrease in ICP.  The resulting 

data is shown below, showing that, as Endotracheal Pressure 

(ETP) is reduced, average ICP is correspondingly, and 

instantaneously, reduced.  The reduced ETP, or increased ETP 

vacuum, is the result of the negative thoracic pressure.   

 
Figure 1.  ICP Corresponding to Reduced ETP 

 

The purpose of this research was to replicate this concept 

in a device that could actually be deployed in the field.  

Research has shown that ETP can be similarly reduced by 

applying a negative pressure to the neck, and the same benefit 

can be realized. [5]  That is, negative inspiratory pressure can 

be created by applying a vacuum to the neck, resulting in 

decreased ETP, and instantaneously decreased ICP via the 

vertebral venous system. [6]  Therefore, the lightest, smallest, 

and most efficient way to decrease ICP is by applying vacuum 

at carotid sinuses of a patient’s neck, via a pneumatic chamber 

in a cervical collar.  When coupled with a feedback control 

system of pressure, this would form the basis of a “Smart 

Cervical Collar.” 
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II. BACKGROUND AND PROPOSED DESIGN 

The design of the Smart Cervical Collar with a vacuum 
diaphragm chamber that applies between 0 and 100 mmHg 
negative pressure on the ventral neck, is shown in the figure 
below.     

 
Figure 2.  Smart Cervical Collar Basic Design 

 

The system integrates a small pneumatic pump, battery, 

and controller.  The system also includes provisions for various 

sensors, including a respiration sensor, heart rate sensor, and 

non-invasive ICP sensor, to provide complete, closed loop 

feedback control of ICP.  Vacuum pressure can be 

correspondingly increased, or reduced, in response to ICP to 

keep ICP in a safe range.  And, vacuum pressure could further 

be synced with respiration, or pulse, to provide the most 

effective and efficient reduction in ICP.  A further benefit of the 

controller is that it can easily record sensor data in memory to 

analyze in subsequent treatment off the field, in a medical 

facility, or in Prolonged Field Care (PFC).  Using feedback 

control, the system does not require the medic to set vacuum 

pressure, but instead lets the system adjust vacuum pressure as 

needed, while the medic tends to other conditions. 

Applying a negative inspiratory pressure instantaneously 

lowers intracranial pressure and this reduction persists over 

time with continued enhanced negative inspiration pressure.  

Indeed, the current research suggests that ICP is reduced 

approximately 0.75 mmHg for every 1 mmHg reduction in 

ETP, in animal models. [4]  The design concept involves 

applying negative inspiratory pressure using flexible silicone 

vacuum chambers sealed to the patient’s neck.  A polymer shell 

is shaped and dimensioned to fit a ventral aspect of a patient’s 

neck, and is held in place with a strap – with sufficient stiffness 

to avoid collapse during vacuum.  The research has shown that 

applying the negative pressure in two areas – at the right and 

left ventral neck – provides the most effective and efficient 

negative inspiratory pressure.  This side design, which applies 

vacuum to the carotid sinuses, is shown below.   

     

     

 
Figure 3.  Smart Cervical Collar Side Design 

 
With this design, spacers are placed on the sides of the neck 

in the shell to avoid placing any positive pressure on the carotid 

sinuses.  The carotid sinus receptors are baroreceptors located 

in the carotid sinuses of the left and right internal carotid 

arteries.  These baroreceptors monitor the pressure of the blood 

being delivered to the brain.  At normal resting blood pressures, 

baroreceptors discharge with each heartbeat.  When blood 

pressure falls, baroreceptor firing rate decreases and 

baroreceptor reflexes help restore blood pressure by increasing 

heart rate. Impulses from the sinus travel up the carotid sinus 

nerve to the nucleus of the tractus solitarius (NTS) in the 

medulla.  Stimulation of the vagal nuclei in the medulla results 

in reduced heart rate (bradycardia).  Therefore, avoiding direct 

pressure on the carotid sinuses, and the dual ventral vacuum 
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design prevents the corresponding risks and complications of 

direct stimulation. [4] 

Instead, the two-ventral vacuum chamber design places 

negative pressure, generated through cervical tissues, and is 

transmitted to the vertebral venous system, thereby lowering 

intracranial pressure.  Thus, intracranial pressure is lowered 

easily without increasing the work of breathing, without 

needing to be intubated, and with non-invasive methods.  The 

research is currently incomplete as to the best way to apply the 

vacuum.  The major area requiring development in this study is 

the extent of vacuum that is required, as the system was 

designed for a pressure between 0 and 100 mmHg.   

A secondary benefit of this system is that it provides field 

medics with a cervical collar to use to stabilize neck injuries, 

irrespective of the TBI system.  Therefore, the system does not 

simply take up valuable medic bag space for only one 

treatment; it also provides a fold-flat cervical collar to use even 

when increased ICP is not present.  For first responder 

applications, where size and volume are paramount, the design 

integrates the vacuum chamber system into a single collapsible 

cervical collar design as shown below.  The device will easily 

fit within a medic or corpsman bag, is ruggedized, and functions 

in severe environments.  For the civilian application, a standard, 

fixed collar can be designed.   

 
Figure 4. Foldable Cervical Collar for First Responders 

 

The result of the commercialization study shows that the market 

for such a device is significant.  The Smart Cervical Collar is 

equally applicable to civilian applications where paramedics 

and first responders can deploy this system to reduce the 

secondary effects caused by increased ICP.  The obvious 

application is anywhere there is treatment of trauma patients, 

and anywhere first responder equipment is deployed.   
 

 

III. METHODS 

For this preliminary study, the system consisted of two air 
pumps providing a precise vacuum to a flexible chamber on the 
cervical collar at the carotid sinus.  A pressure sensor was 
inserted in the vacuum chamber and an intracranial pressure 
sensor was wired into the system.  The system also included 
pulse and respiration sensors, that integrate with a single 
controller. The majority of components in this system are simple 
air pumps and vacuum sensors in the appropriate range.  The 
most complicated sensor in this system is the sensor to measure 
intracranial pressure as the variable to be controlled with the PID 
algorithm.  Several non-invasive sensors using sonography 
through the ears have become available to measure ICP recently. 
[7]  One successful simple system is the HS-1000 light 
headphones from HeadSense, which are easily wired into the 
system.  [8]  The first round of prototypes is built around an 
Arduino Uno controller, which provides PID control and 
integrates all of the sensors required for this project.  The Uno 
easily accommodates the pulse sensor, respiration sensor, 
multiple pressure sensors, and controls for multiple pumps.  It is 
also a very flexible platform to develop an algorithm.  Once this 
system is fully developed, it is easy to migrate the algorithm to 
a slightly smaller and more power efficient platform for the next 
evolution.   

A. Simulation 

Once the designs were completed, the control system was 

simulated to establish and optimize the baseline algorithm.  The 

PID control system, algorithm, and gains have been simulated 

and improved in Simulink.  The results were used to finalize the 

one-pump design with low error.   

  
Figure 5. Matlab Control System Model 

 

Some results of the simulation are shown below, showing 

decreased intracranial pressure as a result of vacuum pressure.  

Pressures are given in mmHg.  Input to the system is a 

simplified pulse train representing intracranial pressure.  
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Figure 6. Simulation Input Pressure Pulse Trains 

 

The first figure shows the beginning input ICP signal (at 30 

mmHg), and the second figure shows the reduced pulse figure 

at approximately 27 mmHg after the PID control algorithm. 

Additionally, the function of the pneumatic system 

was being simulated with a 1D fluid simulation model based in 

Matlab – Simscape (Simscape Fluids).  Results of the 

simulation were fed back into the control system design and the 

pneumatic system design prior to Phase I hardware testing 

design.  The simulation further bolstered the basis of the 

simplified, but effective, one-pump design with low error.   

The block diagram of the Simscape simulation is 

shown in the figure below. 

 
Figure 7. Matlab Simscape – Fluid Simulation Model 

B. Testing 

After simulation and final design improvement, the Phase 

I prototype test setup was fabricated.  Alternative pump 

concepts were tested, including multiple pumps (one positive 

and one negative), pumps with a dithering pressure relief valve, 

and so on.  The different configurations were researched to 

determine the best combination for pressure control and 

accuracy, and the algorithm was refined with each revision for 

better performance.  Early functional testing of the system 

indicated some error in the vacuum system, so several backup 

systems were designed and fabricated, including systems with 

single pumps, multiple pumps, and with solenoid controlled 

relief valves.   
Ultimately, the system using one pump was refined to the 

point of optimal performance.  One pump with no additional 

dithering or relief valves is best for cost, weight, power 

efficiency, and battery life, so considerable effort was expended 

to make the control algorithm effective with the single pump. 
The pneumatic system, including the pumps, tubing, 

valves, and vacuum chamber have been designed and analyzed.  

The flexible cervical collar vacuum chamber profile was 

designed, with a size and shape for a large range of the male 

and female population range, as shown in the figure below. 
 

 
Figure 8. Flexible Vacuum Chamber  

 
The silicone vacuum chamber was subjected to further 

stress and deformation analysis and durability simulation (finite 

element analysis) to determine that it will not collapse or fail in 

operation, when subjected to the maximum system pressure.  

Results of this simulation are shown below.   

 
Figure 9. FEA Analysis of Vacuum Chamber 

 

In the bench test, an 8 kilogram plastisol human neck model 

was fabricated to attach to the Smart Cervical Collar.  In the 
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model, chambers were fabricated into the neck and, and the 

neck was pressurized with a fluid around fabricated carotid 

sinuses.  In the head, a pressurized chamber was fabricated in 

fluid communication with the neck chamber.  Pressurized 

pulsatile fluid was pumped through the ICP chamber and 

through neck and carotid sinus area, and pumped out to a 

reservoir, using a Cole Parmer pulsatile pump with the same 

frequency and flow as human blood flow.  The carotid sinus 

area was covered with thin silicone sheet to simulate the neck 

skin, so that the applied vacuum from the Smart Cervical Collar 

could be applied through the fluid in the neck, and onto the 

carotid sinuses.   

This fabrication is shown in the figures below. 

 
Figure 10. Experimental Test Setup 

 

The intracranial pressure chamber fabricated into the head 

was instrumented with a variety of different pressure 

measurements, using the Cole Parmer EW-68075 High 

Accuracy Pressure Transducer.  These readings measure the 

dynamic ICP pressure changes as a function of pump pressure 

and the applied pressure in the Smart Cervical Collar chamber, 

as shown in the figure below. 

 
Figure 11. Intracranial Pressure Sensor 

The entire system was designed to be contained in a 

portable box, approximately 75mm x 150mm, as shown in the 

figure below. 

 

 
Figure 11. Control System 

 
It is important to note that while a variety of high precision 

pressure transducers have been used in this system and during 

testing, it was impossible to use an actual ICP sensor, because 

of the lack of a human subject and a biological signal to 

measure with an ICP sensor.  Developing testing measurement 

parameters based on bench test data.  The system was tested at 

two different applied vacuum pressures. 

IV. ANALYSIS 

The results of the simulation and testing protocols described 
above are given in the sections below. 

A. Simulation 

The result of the Simscape pneumatic simulation, showing 

reduced intracranial pressure, as a simplified pulse wave, is 

decreased from a higher value, to a lower value, in the system 

simulation.  Units are in mmHg. 

 
Figure 12. Simulation Pressure Results 
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In this simulation, the system reduces a 35mmHg pulse train to 

about 28.5mmHg after the system input.  Although the results, 

in absolute terms, are not meaningful without calibration with 

the physical model, the simulation indicates that the system 

should provide pressure reduction.  The results of the system 

simulations were fed back into the control system design to 

refine and improve the control system design prior to 

fabrication and testing.   
 

B. Testing 

Initial results show that on the bench, the system functions 
as  intended.  On the bench model, the ICP pressure has shown 
a reduction in pressure of approximately 0.19 mmHg for every 
45 mmHg application of vacuum to the carotid sinuses, as shown 
in the data table below.   

Applied Pressure to 

Carotid Sinus 

ICP Chamber Pressure 

Reduction 

45 mmHg 0.19 mmHg 

65 mmHg 0.31 mmHg 

Table 1. Initial Bench Testing Results 

This is significantly less reduction and dynamic response 

than that observed in the Yannopoulos study discussed above. 

[4]  However, it was well-understood entering this initial study 

that the rough bench test setup would not have results 

equivalent to that of the human body.  The intent of the 

preliminary testing was to prove functionality and efficacy of 

the system – not biomimetic performance.  

The system shows that the closed loop control functionality 

of the system operates correctly.  And it showed that application 

of negative pressure to the neck would likely result in a 

corresponding reduction in intracranial pressure.   

V. CONCLUSIONS 

The main objective of the Smart Cervical Collar research 
was to design and bench test the system for initial proof of 
concept.  While it has been successful as a proof of concept, the 
next step is clear:  the system must be tested on a human.  
Because the time and budget of this initial study did not allow 
for human trials, it was not possible to test the system with real-
time feedback from the intracranial pressure (ICP) sensor.  This 
prototype used a simulated ICP signal in simulation, and used 
pressure generated from a fluid pump for bench testing.  The 
proof-of-concept system was successful in reducing ICP on a 
simulated person, so there is evidence that continued research 
may yield positive results.  The main objective of the next phase 
will be to integrate an ICP sensor into this system, and test the 
complete system on several people, under the FDA First in 
Human (FIH) early feasibility study program.   
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Abstract—The multimodal medical data with annotation helps
to build different automated algorithms. Each reported work
has used a specific disease database and developed a CAD
based on the considered database. Therefore, the availability
and quality of medical database play the most crucial role
in developing any CAD. However, it has been observed that
most of the reported studies used public database (created by
foreign universities/centres) or private database. Unfortunately,
the availability of a national medical database in India is
negligible. However, development of such medical database is
possible. Such medical database can encourage new research
activity and help a large research community. The proposed
study focuses on developing an online public medical multimodal
database platform. Here,the data acquisition software is build for
collecting various information.

Index Terms—database, data acquisition, medical, repository

I. INTRODUCTION

Computer-aided diagnosis (CAD) has become one of the
important research subjects in medical engineering domain.
From early ’70s researchers have focused on developing algo-
rithms and systems for disease diagnosis and clinical decision
making using Artificial intelligence [1-4]. The outcome of
these researches brought many useful and reliable applications
which help medical professionals to make examination and
clinical decision effortlessly. The medical diagnosis devices
are upgraded with time and also deliver more detailed informa-
tion about the disease. In recent time the multimodal medical
data, i.e. Biosignal (Eeg, Ecg, Emg etc.), Image (MRI/CT,
Ultrasound, X-ray, Micro/Macroscopy etc.), Clinical (Patient
history, questionnaire etc.), Genetics etc. are used in disease
diagnosis. Due to the availability of a large amount of multi-
modal medical data, the research on CAD becomes a top
priority in the research community. Researches have utilized
the knowledge of medical science and trained a computer
to make a medical decision. Many medical repositories are
found online each with its own specific advantages over the
other. However, due to the complexity of some research work,
where some of the data provided does not match the localised
research of specific areas, regions or countries, there is need
to develop custom databases for a certain geography. The
World Health Organisation (WHO) Global Health Observatory
data repository only allows one to get statistical information

Funded By DST under RTF-DCS India

about certain type of medical information but not necessarily
giving raw outputs [5]. Most repositories require authors to
submit their information or datasets to public data repositories
in contrast to a community- specifics repository approach
without generalising information. The quality and usefulness
of information given in some datasets may vary distinctively
such that it may have a negative impact on the research outputs
of some researchers. One of the widely used database is the
Physio-net database which gives a description of each dataset
yet some of the data is restricted for access to registered users
only. The physionet has a vast collection of datasets that are
randomly uploaded onto it but the way one has to search for
specific information about a particular dataset makes it very
difficult to bring accurate results [6]. The data is uploaded
by various researchers and its accuracy and appropriateness is
questionable and would require one to compare with real-time
data from a clinical setup. This then gives an advantage on
this developed dataset that gives verified data from a clinical
practitioner since the data acquisition setup is from a medical
facility. To make sure that the information is correct and
authentic, the data acquisition system will be integrated with
the local hospital’s electronic health records system (EHR).

II. METHODOLOGY

The proposed development is distributed into three phases
(Fig 1). Initially, a frontend application will be developed for
uploading multi-modal medical data into the database. The
protocol and format of data coming from various medical
devices are different from each other.

Fig. 1. System Abstraction.
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It is needed to make universal protocol to adapt these data
and transferred it into a symmetric format. The Universal
Data Formatting API will perform the data transformation
task. Besides uploading medical data into the system, it is
also required to generate corresponding annotated data. The
Medical Data Annotation. module will help medical profes-
sionals to view and mark abnormalities present in the data. In
the second phase, The cloud-based system is responsible for
building the data repository. The medical data with annotation
are stored into a central database system through web pro-
tocol. Therefore, a database schema and corresponding data
communication platform will be developed. In the end, the
Public Access module is developed for accessing the database
remotely by individual/organizations. The Data Access API
will help to provide a secure platform for the user to access
the database. Here user can search for the required data
and view/download the medical data on demand. The overall
system will be developed in IIT Kharagpur and deployed in
AIIMS, Bhubaneswar. The medical data will be uploaded into
the system from AIIMS, Bhubaneswar.

A. Back End
1) Database Setup: XAMP is a free and open source

database configuration software that can be used to locally
host Apache, distributions containing MariaDB, PHP among
other applications. In Fig. 2 shows the module name and the
corresponding process IDs that are used by the applications as
they run on the windows-bases services.

Fig. 2. XAMPP Configurations.

In configuring the Apache module, it is important to note
that there is need to change the listen port that binds Apache
to the specific IP address to match the computer on which it
is hosted. When Apache is running PhpMyAdmin is installed
from the web-interface by accessing the installation files on
the local server (172.0.0.1) from the web-interface.

2) MySQL: In configuring MYSQL it was noted that there
is need to specify the port which will be used for all MYSQL
clients to establish a connection and in this project, port
3306 was used, In a situation where we need to launch the
application on a different server, there is need to change
the host address to the match the one that is going to be
used which is called the bind address as referred to in the
configuration file.

3) Database Interface: The database interface is on Php-
MyAdmin webpage through which SQL query commands for
the database can be run from. The PhpMyAdmin is run on
a local host address and there was need to make sure that
the binding with the launch address has already been done in
the configuration file. Limited access to the databases in the
PhpMyAdmin dashboard is given and user groups are created,
each with different privileges as shown in Fig 3.

Fig. 3. Priviledges Configuration.

There are also options of editing user privileges, deleting
or adding new user. for extra security as seen in Fig. 4 the
privileges can be limited to data, structure, administration
resource limit or secure shell logins (SSL). This then gives
an extra security on the access to the data in the system.

Fig. 4. Priviledges Setup.

4) Schema Design: The schema design for this project has
13 tables that are used to store information. The first and the
most important table is the users table, where there is a column
for username, user type, password, administration name and
administration password in case one is an administrator as
shown in Fig. 5.

The access table has email address, last name, first name
user name, station, designation and textual request columns as
seen in Fig. 6. The access table is used to capture information
about new users who wish to access the system. The biosignals

2021 IEEE Seventh International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, ICBSII 2021-25th-27thMar’21 ISBN: 978-0-7381-4471-9/21

333



Fig. 5. Users Table.

table is used to store information about EEG, ECG, EMG,
speech, MMG, EMG, EOG, GSR and MMG which is all
stored in specific standard forms.

Fig. 6. Request Access Table.

To each entry, a unique ID that is referenced to central
columns in all data tables is given for identification of specific
individual data. File paths for ZIP, DAT or any other formats
can also be saved in this table for downloading on the web-
based interface. The cinfo table stores clinical information
such as allergies, family history, medical history, current
and previous medications, immunizations, diagnoses, previous
recorded symptoms and additional information as may be
required. The cmeasure table stores clinical measurement data
such as height, weight, temperature, blood pressure, heart
rate, oxygen concentration (SPO2), blood glucose and body-
mass index. The database is formatted such that it only
allows numeric recordings saved as decimal values along with
corresponding units of each measurement. Diseases from the
WHO ICD-10 nomenclature are uploaded onto the database
and shown as having an ICD code, class and the corresponding
description. Imaging table contains information about ultra-
sound, X-ray, MRI, fluoroscopy, CT and PET scans. These
are stored as images in either raw format, as a file path or as
a zipped file. Labtests table contains test type ICD10 modifier,
description, type name, values and the corresponding standard
units. Pinfo is a table for patient specific information such as
race, gender, age, blood group, demography and diet.

B. Front End

The front-end application was designed visual studio 2019
version using structured C-sharp language. Different windows
forms were built on the platform and the forms are used to
collect data from a clinical setup as a bundled application.
Information can be collected in different forms which are:

• real time capture using serial ports
• manual single entry
• manual file upload (formatted csv)
• manual file upload (zipped file)

III. OUTCOME

The initial form which appear upon running the system is
the login form which shows the usertype, username, password,
login button, admin button and the cancel button as seen in
Fig. 7.

Fig. 7. Login Form.

The admin button is used in case one wants to login
as admin and the request button is for when one wants
to register/request access to the system. The usertype is a
dropdown box where one chooses the user type which he
has been given already by the administrator. Upon selecting
the admin login, the user is directed to an admin page where
they can create users from the requests that would have been
submitted, with the latest request being highlighted on top as
seen in Fig. 8.

Fig. 8. Admin Panel.

In case of a double creation of an account, the system gives
an error. Apart from account creation on this page, the admin
has also rights to view, edit or delete users. If one clicks the
request access button, they are directed to the page in Fig. 9
where new users can enter their information which is sent to
the administrator for verification and account creation.

The administrator will receive a notification for the requi-
sition and act accordingly. Upon successfully logging in as
authorized personnel with full rights, one is then taken to the
main page which shows links to the other pages as seen in
Fig. 10.
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Fig. 9. Request Acess Form.

Fig. 10. Main Page.

The patient info page shows the information which needs
to be saved in the database. To save time, one can upload a
formatted csv file containing information about a number of
patients as seen in Fig. 11.

Fig. 11. Patient Info Page.

To avoid wrong entries, the patient ID is autogenerated from
the database and all other fields are drop down menus except
for the additional comment box. The clinical information page
shows textual information to be saved in the database as seen
in Fig. 12 the labtests page shows the type of labtest one can

select to save to the database.

Fig. 12. Lab Tests Page.

To save time, make it easier and ensure correct information
is uploaded, one can search for a test using the search box
at the top in figure 13 and select the test from the gridview,
this automatically fills the textboxes as seen in Fig. 13. One
only need to enter the values and the corresponding units
then save to the database. The biosignals page shows where
one can save biosignal information and the corresponding
formatting required. The file name to be uploaded is shown
before uploading as seen in figure 14.

Fig. 13. Biosignals Page.

The imaging page shows the type of imaging format to be
uploaded to the database. There is an option of bulk upload
of the specific imaging file type as seen in Fig. 15.

The clinical measurements page shows the clinical measure-
ments that can be saved to the database as seen in figure 16,
and the corresponding value and units, the page is designed
such that the user will only input values in one box and select
units from the other box.

IV. CONCLUSION AND DISCUSSION

The data acquisition system was successfully designed for
both the front end and the back end. The file types for
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Fig. 14. Imaging Page.

Fig. 15. Clinical Measurements.

each information entry can be formatted to suit the required
standard depending on the station which the system will be
installed at. The system can automatically format the file
paths given upon installation using the publishing wizard in
Microsoft visual studio. However, this is an ongoing project
and as future work, there is need to work on the web-interface
that gives access of the datasets to the general public for use in
research or any other authorized work. To note, in this design is
that there was need to make sure that the patient identification
(name or any other leading information) remain confidential in
accordance to the Patient Privacy Act and the Hospitals Act.
File formats are to be saved in internationally accepted formats
and using the standards SI units in case of measurements.
Stability of the system is ensured through a possible hosting on
a local server or intranet for every installation, thus reducing
risks of attacks from external intruders. The system is designed
dynamically to suit all types of clinical environments with
special features added to make the interface user-friendly.
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Abstract— Mucus is a complex biological material that
lubricate and protects the human lung and serves as a physical
barrier against foreign particles. If there is a high mucus
secretion, it blocks the airway and causes breathing difficulties
that leads to many respiratory problems like cystic fibrosis,
asthma and Chronic obstructive pulmonary disease (COPD).
At present, an invasive device namely, suction catheter is used
for removing excess secretion in bedside patients not for
outpatients, and it causes more discomfort to the patients.
There are no available devices to diagnose and remove the
excess mucus secretion from the lungs at an early stage.
Physiotherapists perform manual Chest physiotherapy with
bronchial drainage method for treating respiratory problems,
which is a standard treatment for mobilization and removal of
airway secretion. But they are facing difficulties in removing
secretion through this airway clearance technique and have
found no device to analyze the presence of mucus. In order to
overcome these problems, we are proposing a non-invasive
auto mucus removal device by acoustic assisted therapy which
will help doctors for diagnosing and removing excess lung
secretions in both adult and pediatricians.

Keywords— cystic fibrosis, mucus removal, bronchial
drainage, non-invasive acoustic assisted therapy

Abbreviations : Chronic Obstructive Pulmonary Disease
(COPD), Liquid Crystal Display (LCD), Conventional Chest
Physiotherapy (CCPT),

I. INTRODUCTION
Mucus is a slippery aqueous secretion which is a normal
secretory product of the lining of the epithelium[13]. It is
produced from the cells found in the mucus gland. It
contains secreted water, sugar, protein, lipids, minerals, and
mucins[13]. In the human respiratory system, it is also
known as airway surface liquid that protects the lungs by
trapping the foreign agents which enter the respiratory
pathways through the nose during normal breathing. Under
normal condition, mucus protects the airway by moistening
the air passing through the respiratory pathways.
Overproduction of mucus occurs when the person
undergoes different types of stress conditions including
smoking, infection etc[16]. If there is a high mucus
secretion in the airway, it obstructs the respiratory tract
lumen, limits the airflow, and also accelerates decline in
lung function[8]. High mucus secretion is a symptom for

common illness such as cold and influenza. All major
respiratory problems such as COPD, Asthma and bronchitis
also include hyper airway mucus secretion[16]. It is very
important to evaluate and manage airway mucus hyper
secretion for the patients with severe respiratory problems.
In Shen Y, Huang S and Kang J, Jan 2018, for airway
inflammatory problems, drug and non-drug therapies were
used to manage airway mucus hyper secretion [1][15]. In
Adam Rao, Jorge Ruiz, Chen Bao and Shuvo Rov, 2017
controlled audio signal was emitted into the chest using an
acoustic device and the changes in the sound transmission
for air accumulation in the chest was determined [2][6].

Common reason for abnormal breath sound are
asthma,chronic bronchitis,chronic obstructive pulmonary
disease are classified by wheeze, rhonchi,crackle
sounds[12][20]. Wheeze and rhonchus are continuous
sound, wheezes are high pitched and ronchi are low pitched
with long duration 80-250ms[12].

There are some devices that are available in the market to
remove excess mucus from the respiratory patients [3][11].

Flutter: The flutter device is a portable device that
combines positive Expiratory pressure therapy with high–
frequency oscillations within the airway [4](Fig. 1).

Fig. 1. Flutter

Aerobika: The Aerobika device is a hand-held device,
which is easy to use and drug free (Fig. 2). When the patient
exhales through the device, positive pressure and
oscillations are created simultaneously due to intermittent
resistance[3].
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Fig. 2. Aerobika

Acapella: The Acapella is a hand-held airway clearance
device (Fig.3) that works on the same principle as the Flutter.
The Acapella device available in three models, a low flow
(<15 L/min), high flow (>15 L/min) and the Acapella
Choice. In the Acapella[3].

Fig. 3. Acapella

All these devices follow same procedures. Patients are
asked to cough continuously for about 20 minutes to force
the excess mucus out[3][4]. Hence patients suffer a lot and
face more discomforts while doing this procedure.

As currently available methods to remove excess mucus
have disadvantages such as consumes more time, causes
discomforts and manual method, physicians requiring an
easy way of approach to overcome those problems. Hence,
we found an advantageous method by studying all available
methods which will help physicians to provide treatment
easily without any discomfort to the patient.

II. METHODOLOGY
Our work is about to design a non-invasive auto-mucus

removal device by acoustic assisted therapy that can be used
to diagnose the excessive fluid secretions in the airway and
to provide vibration therapy in order to remove those
secretions automatically.

By detecting the sound level and intensity of sound in
airways by placing microphone acoustic sensor over the
chest wall/trachea or on back of the chest wall[7][9]. In
Sandra Reichert , Raymond Gass this abnormal sound level is
differentiated into continuous sound signals classified into
wheezes, rhonchus, crackles which is recorded using
asculatory method . Amplitude of sound determines the
lung parenchyma and airways [7][21]. Sound classification
and their frequency level.

In Sovijarvi AR, paper it is explained that
1)upper anterior chest wall used to detect the normal breath
sound .

2) Abnormal breath sound detected at the posterior chest
wall, containing higher-frequency components and a higher
intensity than that of normal breath sounds at the same
location [22] . Hence the presence of excessive fluid is
diagnosed.

Corresponding to the diagnostic results, vibration
therapy is given as alternative method for chest
physiotherapy (CPT) which is given by physiotherapist for
patients with high mucus.

Conventional Chest Physiotherapy (CCPT) : Is done
by percussion method by placing the hand in cup shape and
clapping the chest wall for about 20-40 minutes manually
with same equal force to vibrate the chest muscles that
loosen the thick mucus present in airways for lungs, so that
it can be easily cough out by patient. Force given to patient
varies by direct contact or by a layer of cloth [19].This
percussion should be done on upper lobes, upper back lobe,
left side front lobe and right side lobes, lower back lobes, it
should not be done on breast part that may not be effective.

Vibration Unit : So we can design the vibration unit in
such a way automatically by placing the paddles in specified
position to cause vibration to muscles,which is also called as
percussion technique to loosen up the mucus present in
airway . If sound level and intensity of sound in airways is
high, vibration therapy will be done at particular speed for a
particular period (according to the setup) which helps to
remove the excess mucus secretion. Speed range will be
dependent of mucus range and time period of vibration[17],
determination of speed and its respective time will be done
as in future studies to come up with the product after
complete research.

A. Sensor Description
Microphone Acoustic Sensor also called as electret

sensor is used to sense the airway sounds in order to detect
the presence of excess mucus in the airway that causes
respiratory problems. this sensor works on asculatory
principle used to record the sound waves in frequency
range , to observe heart and lung sounds. Sensor indications
and pin configuration ha s been described below ( Fig.4).

Fig.4. Microphone Acoustic Sensor
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The sensor is connected to the Arduino as mentioned in the
sensor pin configuration table ( Table 1 ).

Parameter Value
VCC 5 VDC from Arduino

GROUND GND from Arduino

OUT Connect to Analog input pin
Power LED Illuminates when power is

applied

Sound Detection
LED

Illuminates when sound is
detected

Sound Set Point
Adjust

CW= More Sensitive
CCW= Less Sensitive

Table 1. Sensor Pin Configuration

It detects the sound level and intensity of sound in
airway. After processing the sensor data, Arduino displays
the sensor value in the LCD as

Sound level = 375
Intensity = medium

B. Design
To design a non-invasive auto-mucus removal device by

acoustic assisted therapy, we consider two main units:
Diagnostic unit and Therapeutic unit.

Diagnostic unit: This unit controls the diagnostic
system. It diagnoses the presence of airway mucus secretion
in patients by the use of microphone acoustic sensor which
is placed over the chest wall/trachea or on back of the chest
so we can clearly hear the abnormal sounds [21]. While
breathing, the sensor senses the airway sound and produces
corresponding sound value and intensity of sound in the
airway. The values that are acquired from the sensor are
processed by the Arduino and displays the processed value
in the Liquid crystal display LCD that is connected to the
Arduino. We have fiixed sample values as wheezing and
rhoncus sound has dominant frequency above 400hz as
refered from [21]. So we have coded 300 to 800hz as with
long time duration will be indicated as high and long signal
also also LED glows as a alarm indicator. From these
diagnosing values, mucus level that is present in the airway
can be detected . Observed value is displaced in ( Fig. 5).

Sound level = 776
Intensity = long signal

Fig.5. Diagnostic Unit

Therapeutic unit: When the diagnosing results
indicates the excess mucus secretion in the airway,
vibration treatment will be provided to the patient
automatically using vibration motor to remove excess
mucus that narrow the airway. The vibration treatment is
provided at particular speed for particular period
corresponding to the predefined setup values that are
already programmed in the Arduino. Connection of DC
motor and its regulator connection is displayed in (Fig .6).

Fig.6. Therapeutic Unit

This is designed in such a way to know the condition of
a patient (presence of mucus level) accurately and then to
provide treatment accordingly. Since the device is
automated, there will be no extra force given to the patient
in order to remove excess fluids. And it causes no
discomfort to the patient during the process. And there is
Mean vibration frequency applied to paitent fro 10-16hz as
in “Investigation of the Frequency and Force of Chest Vibration
Performed by Physiotherapists”[19].
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C. Block Diagram

D. Description
This device consists of input unit, control unit, output

unit and power supply unit.

Sensor Unit : The microphone acoustic sensor is placed
over the chest wall/trachea. Or on back of the chest where
lung sound can be heard clearly. Placement of sensor is
very important where all the sound signals are recorder to
diagnose the abnormalities lung wall. Signal acquired is
differentiated as normal and abnormal sound using its
frequency range and amplitude[21]. This sound determines
the wheeze, rhonchus, crackles on particular milliseconds
80-250ms.

Control Unit : The Arduino UNO (control unit)
receives the value of microphone acoustic sensor
continuously from the input unit. The received data is the
input to the program that is inbuilt in the Arduino. so
according to the value displayed on the display therapeutic
unit is followed. It compares the input value with the
predetermined value and sends the condition (sound value
and intensity of sound) to the output unit.

Output unit : Includes Liquid Crystal Display (LCD)
displays the values obtained from the sensor. Normal lungs
sound is coded as low signal and frequency range which is
defined as abnormal value is displayed as high and there is
led indication and displays long signal. Output unit also
has led indication when the mucus range is high.

And if the diagnostic result indicates excess mucus
secretion, then vibration therapy is provided to the patient
corresponding to the predefined values that are already
programmed in the Arduino.

Therapeutic Unit : vibration unit consist of 3 part as per
our current work. Dc motor which creates vibration ,
regulator for adjusting speed of the motor vibration being
delivered to paddle, speed adjustment may vary according
to time period the vibration given also by patient

condition[17][19]. And the paddles fixed on the patient
chest, which produces vibration to muscles to loosen up the
mucus present in airways, mucus in airway causes narrow
pathway where inhaling air passe it creates the sound in
critical patients,so when these mucus are loosen then will
be effective and easy for then to cough out, since this
vibration method will be felt as massage to chest area and
similar way to ease out the mucus.In Fig.7 the hardware
connection of diagnostic sensor and therapeutic unit is
shown.

Fig.7. Hardware Design of Auto mucus removal
device

III. RESULTS AND CONCLUSION
In this paper, we discussed our work entitled “Design

and development of non-invasive automated mucus
removal device by acoustic assisted therapy”. We have
designed and developed a prototype from our idea using
acoustic principle to acquire the minute sound waves from
chest wall and displays it, the values differentiated as low,
medium,high are completely based on research paper [21].
We have planned to observe and collect data from patient
side to determine the exact value for diagnostic unit. And
then the Switch can be switched on after viewing patients
condition and start artificial chest physiotherapy
(CPT )treatment[17]. Still there is lot more future studies to
be done to develop this device which combines both
diagnostic and therapeutic unit. This will diagnose the
mucus level and provides treatment according to the
diagnostic results and helps to remove excessive fluid from
the airways . Prototype unit designed and developed from
our idea in (Fig.8)

Fig.8 : Idea implemented as prototype unit
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As this device performs both diagnostic and therapeutic
procedures, it will be more helpful for physiotherapists as
well as physicians to get rid of excessive secretions from
the patient easily without any discomforts.

IV. FUTUREWORK

The next stage of our work is to develop this prototype
Including other lung parameters which determine the
respiratory diseases, parameters like respiratory rate,
pusleoximeter values to be brought into the single
diagnostic unit in addition with acoustic signals to bring
into pulmonology department monitor. Our future research
includes force and frequency that need to be applied for
paddles depending upon patient condition, since for
percussion method frequency range is from 10hz o 16hz
{19].

The sound signals and its data need to be accurately
monitor by eliminating the vocal noises using filters to
design as a device for commercial use which would be
more useful for physicians/ pulmonologists to detect excess
secretions and to provide corresponding treatment
(Vibration therapy) vibration unit with selected nature of
paddles for user comfortable and which will help them to
remove those secretions automatically by reducing
discomfort to the patients.
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Abstract--Sinusitis is an inflammation caused in the nasal 

passage due to cold, allergies or by nasal polyps. Sinusitis is a 

major Problem among one in eight people around the world. 

People are interested more in ailment of natural treatments 

than antibiotic and other medicines. The objective of this work 

is to provide relief from sinusitis pain through acupressure 

points. The proposed methodology of sinusitis treatment can be 

done by applying heating cooling effect and massaging action 

simultaneously. This paper deals with both the methods of 

treating the sinusitis. This system integrates an android mobile 

application with a hardware device that serves this purpose. A 

face mask which consists of motors and heating and cooling 

system embedded which can be controlled using user friendly 

mobile application. The similar methodology can be used for 

other applications like back pain, muscular pain and knee pain 

relief. 

 

Keywords— Sinusitis, Acupressure, Natural treatment, 

massaging, pain relief and android mobile application. 

I. INTRODUCTION 

Sinusitis is an inflammation of the nasal passage tissue 

lining. Healthy sinuses are filled with air. But when they 

become blocked and filled with fluid, germs can grow and 

cause an infection. About 35 million Americans are affected 

by sinusitis at least once each year [1]. It’s more likely if the 

person have swelling inside the nose like from a common 

cold, blocked drainage ducts and nasal polyps. The 

sinuses resemble packets or valleys. The passages that begin 

with nostril lead to a network of nasal passages and cavities  

in behind the face. These are known as sinuses. Technically 

as the paranasal sinuses are those in our face, most well-

known. The sinuses are pockets of air, which are found in 

between the bones in face and skull. The paranasal sinuses 
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are located on either side of the face. The four pair of 

sinuses shown in Fig. 1(a) Maxillary sinuses are found 

directly in behind the neck. Ethmoid sinuses are smaller 

pockets of air, often described as having the appearance of 

honeycomb. Frontal Sinuses are the uppermost sinuses and 

are directly behind the fore head. Sphenoid sinuses are 

further back, close to the brain.  

When either the upper or lower sinuses are congested 

pressure can build causing referred pain. There are several 

ways to treat sinusitis like Nasal Decongestants that usually 

come in spray or pill form that have chemicals that are 

usually quite effective at drying the sinus, one can also 

breath in hot air or use heat pads on your nose and face to 

loosen mucus up or Antihistamines that are lifesavers if the 

sinuses are triggered by allergies. But treating the sinus at 

pressure points will give more relief. 

Based on Ancient Chinese Medicine theory, acupoints 

treated by special stimuli. Each acupressure point has its 

own specific therapeutic functions [2]. There are a number 

of sinus pressure points and pressure points relating to sinus 

conditions. These pressure points are found all over the 

body, including, the face, head, arms, hands and neck [3]. 

Sinus pressure points can be used to treat a number 

of sinus problems, from simple conditions, such as a runny 

nose or slight discomfort, to more serious sinus conditions, 

such as rhinitis, sinus pressure, sinus headaches, and 

blockages. Sinus pressure points are more reliable for 

reliving sinus pain than other medications [3]. A hot water 

bottle, wet compresses, or an electric heating pad applied 

over the inflamed area also can be comforting for treating 

sinus. The combination of these two procedures isn’t 

brought together due to their complications in designing. 

There are six acupressure points for sinus in face. 

Massaging at those acupressure points will reduce pain from 

that area. Fig. 1(b) shows the acupressure points for sinus. 

To relieve from upper or frontal sinuses the pressure should 

be given at the point A which is located at the bridge of the 

nose where it meets the ridge of the eyebrows. To open the 

maxillary sinuses give pressure to the points B and C which 

are just below to the cheek bones [4-7]. The Pressure 

applied at these points should be gentle. 
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Fig. 1(a). Four pair of sinuses                              
(Source:researchgate.net/figure/Four-pairs-of-sinuses-1-Frontal-

Sinuses-A-small-percentage-dont-have-frontal-

sinuses_fig14_338777670) 

         
 

                         Fig. 1(b). Acupressure points for sinus 

(Source: https://www.researchgate.net/figure/Acupressure-points-for-

sinus_fig15_338777670) 

II. METHODOLOGY 

The main objective of this work is to develop a device 

by which the patient can provide self-treatment for sinus 

pain. Point of care is at home. The patient themselves can 

relief from pain with the help of this device along with 

alternate heating and cooling at home. 

A face mask has to be designed that will contain the 

vibrational motor setup peltier chip for pain relief at six 

acupressure points of sinus treatment. The operation of both 

the systems can be controlled with help of an android 

mobile application. The mobile application is designed 

through Massachusetts Institute of Technology (MIT) app 

inventor, an easy module for creating android applications. 

Existing technology involves the non-invasive method 

of relieving the sinus pain on the acupressure points using 

vibration effect. Vibrational motor is used to provide the 

vibration and the arduino (Atmega 328) is used to control 

the frequency of the vibration and it can be monitored by the 

pc[8].  

This methodology is to provide a massaging action and 
heating- cooling effect at the acupressure points of sinus with 
the help of vibration motor and peltier module respectively 
shown in Fig. 2 The combination of two technologies was 
used to provide relief from pain of sinusitis. To provide the 
massaging action, vibration motors were used at six 
acupressure points of sinuses and to provide the heating- 
cooling effect peltier module was used [9-11]. Both motors 

as well as peltier module were controlled with the help of a 
microcontroller ATmega338P. The patient can switch on the 
Bluetooth via the mobile application in the smart phone. The 
patient selects the required pressure level and heating and 
cooling level and that is sent to the microcontroller via 
bluetooth.  

The microcontroller controls the motors and the peltier 
chip as per the inputs received from the patient’s smart 
phone. The effects are applied to the patient’s face by the 
mask. Fig. 3 shows the simple workflow of the device. This 
device is user- friendly that the user can themselves specify 
the speed of rotation of vibration motor and also the heating 
or cooling. This can be controlled with the help of the mobile 
application which sends the data either “high” or “low” or 
“medium based upon the massaging level which controls the 
speed of the vibration motor via Bluetooth. Similarly, the 
user can specify the heating or cooling via Bluetooth. The 
voltage level of the vibration motor can be used to control 
the speed of the motor. When it is “Low” from Bluetooth, 
the voltage is 0.5 V. When it is “Medium”, the motors runs at 
1.75 V and when “High” the voltage is 3V. 

 

Fig. 2.  Block Diagram 

III. COMPONENTS AND SPECIFICATION 

Linear resonant actuator (LRA) contains a small 

internal magnetic mass attached to a spring [8]. This mass 

will create a force when the motor is driven which is then 

converted into a form of vibrations. The LRA motor is 

shown in Fig. 3(a). In this work, LRA was used to provide 

the massaging action at the acupressure points. The 

specifications of LRA are a Coin Flat Type, 10x3 mm size, 

voltage supply of 3V, current of 70mA and 9000+/- 3000 

rpm (revolution per minute) speed. 

 

Fig. 3(a). Linear Resonant Actuator 
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Peltier module is a thermoelectric module which is used 

to produce alternate heating and cooling effect. This module 

uses the basic principle of Peltier effect. The Peltier effect is 

a temperature difference created by applying a voltage 

between two electrodes connected to a sample of 

semiconductor material. This is useful for transforming heat 

from one medium to another medium. This effect is named 

after the Physicist Jean- Charles Athanase Peltier who 

discovered it. The heat will flow from one side of the 

module through another when low voltage DC Power is 

applied to the Thermoelectric (TE) Module. The one face of 

the module will be heated and the other face will be 

simultaneously cooled. This can be reversed by changing 

the polarity of the applied DC voltage[12].  

The basic thermoelectric module consists of n and p- 

type doped semiconductor material that is connected 

electrically in series and thermally in parallel. The 

arrangement of the semiconductor materials in the TE 

module causes the heat to flow through the TE materials. 

The electrons in the N- material and the holes in the P- 

material are acting like carriers to move the heat energy. For 

this work, TEC1- 13706 Peltier module was used to provide 

alternate heating and cooling effect. TEC1-13706 is of size 

40 mm x 40 mm x 4 mm and gives a voltage of 0-13 V at 

the current rating of 0-6 A. The operating temperature of the 

Peltier module is 243 to 343 K (-30 to 70ºC). Fig. 3(b) 

shows the TEC- 14706 peltier chip [13]. 

 

Fig. 3(b). Peltier Chip 

Arduino Uno R3 Atmega 338p is used to control the 

vibration motor and peltier module. The high- performance 

Atmel pico power 8- bit AVR microcontroller was used. 

This microcontroller is basically RISC based architecture 

combines with 33 KB Flash Memory. Even though the 

power was switched off, the code will be there inside the 

memory. It contains 1034B EEPROM, 3KB SRAM, 33 

GPIO Pins, 33 Registers, along with Timers, Counters, 

ADC’s etc. This microcontroller also contains PWM Pins. 

The device operates between 1.8- 5.5 volts.  

The ULN2003 is a driver IC used to drive both the 

vibration motor and the peltier module. This Driver IC 

consists of an array of Transistors which will act like a 

switch to on and off the motors and TE modules at an input 

voltage of 30 V and peak collector current of 500mA. 

Bluetooth HC- 05 module is a Serial Port Protocol 

module used for a transparent wireless serial communication 

application. It uses 3.5 GHz frequency band. The connection 

can be point- to- point or multipoint where the maximum 

range of acceptability is 10 meters. The data transfer rate is 

1Mbps. The operating temperature of this module is around 

303 K (30ºC). It needs 3.3 V DC power supply for 

operation. 

IV. RESULTS AND DISCUSSIONS  

The user interface of the Android application is shown in 

the Figure.4. The mobile application was user friendly. The 

user can himself select the vibration levels with the help of 

the android application. The application contains buttons for 

selecting the vibration level as low or medium or high. This 

command will be sent via the mobile Bluetooth to the 

Bluetooth module attached to the prototype. This command 

will alter the level of voltage supplied to the motor with the 

help of microcontroller. The voltage level for the respective 

commands was shown in the Table. I. 

Table I.  Voltage level of vibration motor 

 

The prototype model is shown in the Figure.6. The 

Prototype model consists of the six vibration motors and the 

peltier module which were fixed inside a face mask at the 

respective points. The motors as well as the module were 

controlled by the microcontroller with user inputs from 

mobile app. The vibration motor worked effectively with 

required pressure at regular intervals until the patient 

himself feels relieved. Before the application of massaging 

action, heating and cooling given by the peltier module was 

helpful in aggregating the pressure points for better results. 

It also helped the patients feel better. 

 

 

 Fig. 4. Android Application User Interface 

Bluetooth data Voltage level 

Low 0.5V 

Medium 1.75V 

High 3V 
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    Fig. 5. Prototype model 

 The voltage levels and its corresponding rpm values 

were shown in Table. II. These rpm values can be fixed 

based upon the doctor’s advice. The temperature of the 

peltier module was fixed and is denoted in the Table. III. 

The temperature was fixed at + 278 K (+5ºC) from normal 

body temperature for heating and subtract 283 K (10ºC) 

from normal body temperature for cooling. 

TABLE II. Voltage level and speed of vibration motor 

Bluetooth data Voltage level Speed (rpm) 

Low 0.5V 1500 

Medium 1.75V 5250 

High 3V 9000 

   

TABLE III. Temperature level of the Peltier module 

Heating/ Cooling Temperature in K (ºC) 

Time Period in 

seconds 

Heating 

Body temperature+ 278 

(5) 

10 

Cooling 

Body temperature-283 

(10) 

20 

   

A. Readings and findings  

PSG Institute of Medical science and Research (PSGIMSR) 

Human Ethics Committee has reviewed and approved the 

research study entitled “Sinusitis pain relief system”. The 

clinical trial was conducted at PSG Hospitals, Coimbatore 

for a period of one year.  

1. Objectives: To determine sinusitis pain relief 

system can improve outcomes in patients with 

sinusitis pain. 

2. Setting: one general practice in PSG Institute of 

Medical Sciences and Research. 

3. Design: Factorial randomized controlled trial of 

two year duration. 

 Patients suffering from Sinusitis of ages between 6 and 

60 were chosen. They were grouped into 2 categories based 

upon the cause of sinusitis. Patient suffering from sinusitis 

due to heat were grouped into ‘A’ and patient suffering from 

sinusitis due to cold were grouped into ‘B’. The Patients 

were given a pain scale and asked to choose the face which 

is indicated in the scale depends upon the severity of the 

pain.  

 A pain scale measures patient’s pain intensity. The 

Wong-Baker faces pain scale shown in the Figure.6 was 

used as a self-report of pain to assess a patient’s experience 

of pain. It can be used in children aged between 3 and 18 

years of age and also for other patients above this age. The 

patient has to understand how much pain they have, and 

how this makes them feel[14-15].  

 Based upon the pain severity, they have to choose the 

faces. Face 0 is very happy because he doesn't hurt at all 

(i.e. has no pain). Face 2 hurts just a little bit. Face 4 hurts a 

little more. Face 6 hurts even more. Face 8 hurts a whole 

lot. Face 10 hurts as much and the patient may cry at this 

level. Then the patient was asked to worn the mask and to 

set the vibration level by himself. The patient can change 

the level as well as choose the motor which has to be run at 

that time. At the same time heating and cooling was given in 

the specified intervals as in the Table.3.  

       After this treatment, both the group of patients were 

given again the pain scale and asked to choose the face 

depends upon how they feel. The patient who chose Face 8 

in the first trial now chose Face 2. Thus, the pain level had 

been reduced. The alternate application of heating and 

cooling also provides us the best results in both the groups 

because for ‘A’ group of patients cooling will help to project 

the pressure points outside and for ‘B’ group of patients 

heating will help to project the pressure points outside. 

 

Fig. 6. Wong-Baker faces pain scale 

 The pain level observations for the Group A and Group B 

patients as shown in Table. IV and Table. V
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TABLE IV. Pain level before and after treatment with the device for Group 

A Patients 

 

Group A Patients 
Pain level before 

treatment 

Pain level after 

treatment 

1 6 2 

2 8 2 

3 8 4 

4 4 0 

5 10 4 

6 6 0 

7 10 2 

8 6 4 

9 6 0 

10 8 2 

 

TABLE V. Pain level before and after treatment with the device for Group 
B Patients 

Group B Patients 
Pain level before 

treatment 

Pain level after 

treatment 

1 8 0 

2 6 2 

3 10 4 

4 10 6 

5 8 0 

6 8 2 

7 8 0 

8 4 0 

9 2 0 

10 6 4 

 

V. CONCLUSION 

Thus, the Sinusitis Pain Relief System was developed 

along with the android application. The device provides 

better pain relief to patients those who are suffering from 

sinusitis. This device is also suitable for other body pains 

such as knee pain, muscle pain and back pain. This device 

provides point of care treatment and hence, it is very reliable 

and efficient. 
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Abstract— Visually challenged people are facing lots of 

problems in their day-to-day life. The main aim of the research 

is to design an intelligent walking stick to guide visually 

impaired people thereby improving their mobility. In this 

examination the walking stick is planned with all features of 

precision and productivity is likewise made high, relatively. 

The device comprises an array of both ultrasonic sensor and 

Passive Infrared sensor to detect the static as well as the 

dynamic obstacle in 180 ֯ range of 3m distance in three different 

directions (left, right, and front). Water sensor is also being 

attached to the system to detect the presence of both static and 

dynamic water.  When an obstacle is sensed by the sensor, the 

emergency alert system warns the visually impaired person by 

a speech warning message. GPS-GSM system is used to track 

the position of the visually impaired person. On the off chance 

that the stick is lost, it can be discovered utilizing the remote 

that actuates the signal to find out the location of the stick. The 

remote consists of an Rf transmitter and the stick consist of an 

Rf receiver. Wireless transmission is being carried out between 

remote and walking stick.  

 

Keywords— Walking stick; Ultrasonic sensor; Passive Infrared 

sensor; GPS-GSM; Rf transmitter; Rf receiver 

 

I. INTRODUCTION 

Visually challenged people face many challenges when 

they move from one place to another that involves finding 

the path, detecting and avoiding obstacles in the path, etc. 

They are unable to do the normal work an average common 

man does during his daily schedule. They always need 

tangential assistance to do their daily petty works. Hence, 

they depend on some assistive device provided to them for 

the betterment of their life. They require assistive devices to 

increase navigation and orientation. The regularly utilized 

assistive gadget by the visually impaired individual is the 

white stick across the globe [1]. Globally 39 million 

individuals are tested, out of which 15 million individuals 

are in India. According to World Health Organization in 

2011 evaluations there are 285 billion people on the planet 

with visual debilitation, 39 billion people are sand-blind and 

246 billion are with low vision, and around 15 million 

people are sand-blind in India [2]. 

The assistive device technology is a way of supporting 

them to lead their normal daily activities. The use of an 

assistive device helps visually challenged people in 

independent living. A mechanical cane provides information 

when an obstacle is sensed by the sensors in front of it. 

There are different sensors used for the detection of the 

obstacle. Electronic Travel Aids (ETAs) gadgets have been 

launched to be an assistive technology for visually 

debilitated individuals. Electronic Travel Aids (ETAs) are 

gadgets that accumulate the data in and around the ambiance 

and communicate to the client through sensor cameras, 

sonar as well as laser scanners [3 & 4]. The fundamental 

objective of the design is to improve the movement and 

exactness of visually debilitated individuals. In the present 

research, an array of ultrasonic (US) sensor and passive 

infrared (PIR) sensor is being interfaced with Mega Arduino 

(ATmega2560) for the development of the intelligent guide. 

This proposed intelligent walking stick can detect static as 

well as dynamic obstacles. Further to enhance the accuracy 

of the visually impaired person, the direction of the obstacle 

is also taken into account ie., this stick can sense the exact 

direction in which the obstacle lies. Visually impaired 

individuals experience tremendous difficulty when they 

stroll in the city or streets utilizing a regular white cane, 

however, they have sharp reactivity and great memory 

power [5]. The present electronic intelligent walking stick 

helps by providing more convenience to the visually 

impaired person to lead their normal life.  

II MATERIAL AND METHODS 

 

 
Fig: 1 workflow of the proposed system 
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III BLOCK DIAGRAM 

 

 
Fig: 2 Block diagram of the proposed walking device 

 

IV HARDWARE REQUIREMENTS 

 

A. Ultrasonic sensor 

HC-SR04 ultrasonic sensors are used for obstacle 

detection and distance measurement. This sensor modulus 

contains an ultrasonic transmitter circuit, receiver, and 

control circuit. This sensor has 0.3 resolutions with a 

ranging distance of 2 cm to 500cm. It drives from a 5V DC 

supply and the current is less than 2mA. The sensor is 

triggered by the 10μs high-level signal.  The working 

mechanism of the ultrasonic sensor is, the point at which the 

sensor is set off, it sends eight 40 kHz pulse and stays for 

the reverberation beat. If there is no obstacle present in front 

of the visually impaired person no echo pulse is received.  

On the other hand, if there is an obstacle detected by the 

sensor, then the echo pulse is received in the receiver circuit. 

 

B.  Passive Infrared (PIR) sensor  

A Passive Infrared Sensor (HC-SR501 Pyroelectric 

Infrared Module KG001) is an electronic sensor that 

quantifies the infrared light exuding from objects in its field 

of view. They are often insinuated as "Pyroelectric" or "IR 

Motion" sensors. The PIR sensor recognizes the impediment 

by perceiving infrared radiation from objects before it and 

close to the client. 

C. Mega Arduino (ATmega2560) 

The Mega Arduino 2560 is a microcontroller board 

considering the ATmega 2560. It comprises 54 

computerized input and additionally yield pins, 16 analog 

load, UARTs, crystal oscillator, USB affiliation, and reset 

catch. All the parts assist the microcontroller; basically, 

connected with a PC utilizing a USB connection or power 

with AC to DC connector or by a battery to start. The Mega 

Arduino is acceptable with most shields planned for the 

Arduino Diecimila.  

D. Water Sensor  

Water Sensor is utilized to distinguish any static and 

dynamic water bodies. The operating mechanism of the 

water sensor is easy to utilize, smaller, lightweight, cost-

effective water droplets recognition, and location sensors. 

The working standard of the water sensor is to gauge the 

size of the trace amount of water beads through the line with 

a progression of equal wires left uncovered. 

E. GPS module  

Global Positioning System (GPS) is an organization of 

satellites that impart the signals which help us to discover 

specific areas. GPS can be utilized to discover explicit areas 

anyplace over the world. Global Positioning System 

innovation was initially created for military use; however, it 

is currently accessible to all people. The proposed gadget is 

equipped for accepting data from GPS satellites and 

precisely ascertain its topographical location. It is a 24-

satellite route framework that utilizes different satellite signs 

to discover a receiver's location on the earth's surface. GPS 

receiver computes its location by a procedure called satellite 

ranging, which includes estimating the separation between 

the GPS receiver and the GPS satellites tracking.
 

F. GSM module 

Global System for Mobile communications (GSM) is a 

system broadly utilized for cell phones on the planet. The 

GSM Association advances its utilization and cases that 80 

percent of every single cell phone is utilizing the GSM 

standard. This implies each of these telephones scans for a 

cell in the range in which they are being utilized. GSM 

arrange required to deal with all GSM-based telephone calls. 

G. RF transmitter (HT12E) and RF receiver (HT12D) 

Radiofrequency module (RF module) is a compact 

electronic gadget that is used to send and receive radio 

signals between two gadgets. In an embedded framework it 

is preferable to be in communication with another gadget 

wirelessly. This may be refined through optical 

communication or radio frequency (RF) communication 

framework. The wireless communication system operated at 

a frequency of 433MHz.  

 

RF transmitter will be with the remote and receiver with 

the stick. At the point when a switch 'A' in the remote is 

squeezed, LED 'A' in the stick gleams and the buzzer is 

turned ON. RF transmitter comprises an encoder, which 

converts parallel data to sequential data. RF receiver 

comprises a decoder that changes sequential data over 

parallel data.
 

H. WTV (APR33A3) 

 Operating Voltage Range from 3V ~ 6.5V  

 Single-Chip, High-Quality Audio/Voice Recording 

& Playback 

 Solution Voice Recording Length is APR33A3:- 

680 sec  

 Audio Processor:- Powerful 16-Bits Digital  

 Memory:- Non-volatile Flash  

 Built-in Audio-Recording Microphone Amplifier 

 Resolution :- 16-bits  

 Averagely 1, 2, 4, or 8 voice messages record & 

playback 

I. PVC pipe 

PVC pipe is used to inbuilt all the components are 

being attached. The diameter of the pipe is 2cm and the 

height is 3.18 feet. 

V INTERFACING OF THE COMPONENTS 

 

Each component is being interfaced with the mega 

Arduino for the development of an intelligent walker. 
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Fig: 3Interfacing of all components with ATmega2560 

 

VI ARDUINO IDE SOFTWARE 

 

Arduino IDE software was used. The programme 

code was written and uploaded to the Arduino board for 

testing. The software is easy to use. The code is being RUN 

to perform the necessary working of the proposed system. 

The principle part of the framework is the Mega Arduino 

that controls different segments in the proposed framework. 

At the point when the ultrasonic sensors, PIR sensor, and 

water sensor recognize any articles or hurdle in 180o way at 

a reach within 3m, a voice cautioning message is given to 

the client concerning the direction in which the item lies and 

the client move forward appropriately. 

 

VII RESULTS AND DISCUSSION 

 

Nowadays an assistive device is very essential for 

visually challenged people to lead their normal life without 

expecting any help from others.  The work process and 

block diagram of the presented walking stick can be seen in 

fig. 1 and fig. 2 correspondingly. The Intelligent Walking 

Stick consists of an array of ultrasonic sensor, PIR sensor is 

interfaced with the Mega Arduino (fig.3). A water sensor is 

utilized to recognize the presence of water in the way of the 

visually impeded individual. The water sensor functions 

fully and can detect water level above 0.5 cm. The voice 

warning message of the water sensor will stop once the stick 

is taken out of water.  The complete intelligent walking stick 

is portrayed in fig. 4. The visually impaired person gets 

information about the presence of human, static as well as 

dynamic obstacles in front of them with the help of voice 

commands. Buzzers are used as feedback to the users. An 

emergency alert system is also being incorporated in case of 

any emergency.  When a moving or static obstacle is 

detected by the ultrasonic sensor or PIR sensor, a speech 

warning message is given to a visually impaired person as 

an alert (Table 1). Three different voice warning messages 

such as object right (fig. 6) object left (fig. 7) and object 

front (fig. 8) are given to the user regarding the direction in 

which the object lies. The moving obstacles also could be 

detected by using the same sensor (fig. 9). In case of any 

emergency, if the person presses the emergency button, a 

message regarding his location is being sent to his/her 

relative and the location can be tracked using google map. 

On the off chance that the stick is lost, it can be discovered 

utilizing a remote that is accessible to the visually 

debilitated individual. 

TABLE I SPEECH WARNING MESSAGE OF 

INTELLIGENT WALKING STICK 

 

S.No. Speech warning message Object detected 

    1 “object right” Yes 

    2 “object left” Yes 

    3 “object Infront” Yes 

    4 “water detected” Yes 

 

 

Fig.  4 complete intelligent walking stick  

 

Fig. 5 Remote 

A. Ultrasonic Sensor and PIR Sensor 

 

                

Fig. 6 Object right 
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Fig. 7 Object left 

 

 

 

 

 

 

 

Fig. 8 Object in front 

 

Fig.9 Moving objects detected 

B. GPS-GSM System 

An emergency button is being mounted over the 

stick in case of any emergency. When this button is pressed, 

sos message is sent to the already saved 10-digit mobile 

number. The message will have the latitude and longitude 

value of that particular location (fig 10). This particular 

latitude and longitude value can be traced using Google map 

(fig 11) and the location of the visually impaired person can 

be tracked by his/her relatives. 

 

 

 

 

 

 

 

 

Fig. 10 Value of latitude and longitude 

 

Fig. 11 Tracking the location using Google map 

The proposed work incorporates interfacing an 

array of ultrasonic sensors and a PIR sensor unit with Mega 

Arduino (ATmega2560) in the advancement of the wise 

adviser to identify both static and dynamic articles. The 

ultrasonic sensor is utilized to identify static articles while 

the PIR sensor is utilized to recognize dynamic items. The 

presented model is planned with improved versatility and 

precision for visually debilitated individuals. An Emergency 

alert system is additionally being introduced by utilizing the 

GPS-GSM framework. In case of emergency, if the visually 

impaired person presses the emergency button, a message 

regarding his location is sent to his/her relative and the 

location can be tracked using google map by his/her 

relatives. Further to improve the movement of the visually 

debilitated individual, the direction of the hindrance is also 

considered ie., this stick can tell the specific direction where 

the obstruction lies by giving a discourse cautioning 

message. When an obstacle is sensed by the sensor, an 

emergency speech warning message is given to the visually 

impaired person.  In addition to this, a water sensor is 

appended to the framework to recognize if there is any 

presence of water in the way of the visually debilitated 

individual. In the event that the stick is lost, it can be 

discovered utilizing the remote that switch on the buzzer 

and subsequently determine the location of the stick. The 

remote comprises of Rf transmitter and the stick comprises 

of Rf receiver and remote transmission is being executed 

between the remote and the stick. 

The walking stick with obstacle detection 

technology for visually challenged peoples has been 

developed by different researchers across the world. But 

still, the visually challenged people face some sort of 

limitations to lead their life. Rupali Kale et al. [6] 

recommended that the Global Positioning System (GPS), 

the discovery of hurdle and item evasion advancements 

focus to make the visually impeded individual completely 

liberated in all perspectives. Sabarish et al. [7] have 

portrayed the evolution of a navigation aid to help visually 

hindered individuals traverse productively, effortlessly, and 

firmly by distinguishing any hindrances. The proposed 

framework works based on the microcontroller with 

synthetic speech output. It incorporates two vibrators, two 

ultrasonic sensors which are mounted on the visually 

weakened client's shoulders, and the other one is 

coordinated into the stick. Rohit Sheth et al. [8] introduced 

the force of vibrations as a sign of the closeness of a hurdle 

in the walking pathway of the client. Four different voice 
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messages were given for down-step, up-step, an obstacle in 

front, and obstacle overhead. Mohammad Hazzaz Mahmud 

et al. [9] mentioned a non-contact distance measurement 

about the obstacle in about 2cm-3m. Obstacle and hole were 

determined easily by sensor readings. The framework uses 

two sets of ultrasonic sensors that identify the hindrances 

underneath the stick, in front and wet slippery terrain also 

recognized by similar sensors. To change the vibration 

design for various scopes of obstructions, these sensors 

additionally utilize Pulse Width Modulation. 

 

Wahab et al. [10] sketched the evolution of the 

Smart Cane for the recognition of articles and give precise 

directions for the traversal of the visually hindered 

individual. The framework comprises of different sensors to 

manage the visually debilitated individuals. It utilizes 

ultrasonic sensors, fuzzy regulator, and servo engines to 

recognize the hurdles before the visually impeded individual 

and gives instructions through voice messages. Ayat Nada et 

al. [11] slogged on the location of flight of stairs, direction, 

and other hindrances present in the track of the within the 

scope of 2m. Prasun Shrivastava et al. [12] introduced his 

work for both indoor and outside use. At whatever point an 

individual holding the stick has a high heartbeat rate or low 

blood pressure rate or any troublesome condition, a message 

will be shipped off the concerned individual utilizing a GPS 

connected to it. Gayathri et al. [13] created smart walking 

sticks utilizing different sensors for obstructions, potholes, 

and dampness detection. The drawback of the stick is that it 

can't distinguish dynamic snags that are not directly in the 

scope of the ultrasonic sensor. Elderly and blind people used 

to navigate easily indoor and outdoor with the help of 

different sensors mounted on a walking stick [14]. Dada 

Emmanuel Gbenga et al. [15] suggested the GPS, and GSM 

modules to find the position of' the user to communicate the 

location of a relative and/or care taker. The walking sticks 

also accommodate wide range of grips for flexible handling 

to the users. 

VIII CONCLUSIONS 

The proposed model was developed with great 

precision so that the visually impeded individual can readily 

move to any place independently. In the event that such a 

framework is created, it will go about as a fundamental 

stage for the generation of more such gadgets for the 

visually disabled shortly which will be economical. The 

results acquired were promising to a degree that guarantees 

the security and speed of the portability of the deprived user. 

The proposed model helps the user to move from one place 

to another easily and independently without assistance. GPS 

and GSM system identify latitude and longitude value which 

can be traced using Google map and the location of the user 

could be tracked by relatives. The model can be improved 

by using VLSI technology, in which a single chip can be 

made that comprises all the components so that the stick 

becomes lightweight and is easy to carry. 
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Abstract— A frequency-dependent simulation of 2D 

microparticle separation using the acoustophoresis approach 

in the COMSOL Multiphysics program is presented in this 

paper. The new microfluidic platform distinguishes itself by 

having different size separation using density-based separation 

of cell orientation and positioning using external sheath fluid. 

In this study, the simulation was created for various micro-

particles with sizes ranging from 2µm to 30µm by applying 

various voltages that result in acoustophoretic forces 

corresponding to different channel widths. 

Keywords—COMSOL, acoustic radiation force, IDTs, 

microfluidic device, blood cell separation, multiple particles. 

I. INTRODUCTION 

Cell separation and sorting can be used in a variety of 

biological and biomedical applications, like cell biology, 
diagnostics, and therapeutics. For e.g., the diagnosing and 
treating of HIV disease involve the separation of T-
lymphocytes (CD4+) from blood [1]. Blood checks, which 
extract cells from a patient's blood sample, are the most 
common tool for diagnosing diseases. Manual blood checks 
will occasionally result in erroneous test findings, which can 
lead to patients getting the wrong drug, causing serious 
damage or allergies [2], [3]. It may lead to death. Filtration, 
centrifugation, acoustics, optics, and electrophoresis are only 
a handful of the methods that can be used to distinguish cells 
depending on their physical properties [4], [5]. 

Acoustic-based methods have the advantage of 
compressibility, biocompatibility, and label-free design 
among these strategies. The words "acoustophoresis" and 
"phoresis" (migration) refer to the movement's executors, 
i.e., "phoresis" (migration) and "acousto" (sound waves). 
Electric forces move particle in electrophoresis[6], and 
magnetic forces move particle in magnetophoretic [7]. 
Acoustophoresis is a non-contact, label-free form of 
communication. This technology is used more commonly in 
bioanalytical and therapeutic cell handling and manipulation 
applications. The Royal Society of Chemistry recently 
published a comprehensive tutorial series on acoustophoresis 
[8]. 

Acoustic tweezer performs exceedingly error-free cell  
simulations, are highly promising for cell separation 
applications and provide additional benefits in terms of ease 
to use and flexibility [9]. The most popular method to 
accomplish acoustic isolation is to set up a standing desk. An 
acoustic field occurs inside the channel. When there is static 
acoustic force populates the liquid medium will be 

compelled to places the less amount of acoustic radiation 
under duress (pressure nodes) [10]. 

Particles of varying size and physical properties will be 
exposed to various types of acoustic radiation pressures  
move to the pressure nodes at different intervals, resulting in 
distinct identifiers for separation. The fluid flow direction of 
all current acoustic separation methods is collateral with the 
standing acoustic wave [11].Acoustic separation can be an 
effective method for label-free separation of cells in biology 
science, detection of diseases, and clinical practice. 

There are totally three inlets, the two inlets are 
symmetrically tilted, and a centre inlet makes up the device's 
geometry. Using a tilted-angle with three inlets, we suggest a 
previously inaccessible approach to acoustic isolation of cells 
and particles. Surface acoustic waves (SAW) cause pressure 
nodal lines that are inclined at a particular angle to the flow 
of direction [12]. In the world of digital electronics, SAW 
device play a vital role. Researchers have identified different 
types of SAW instruments, including actuators, filters, 
oscillators, resonators, and sensors, which are used in many 
industries and electronic equipment [13]. 

 The interdigitated transducer (IDT), is fabricated on a 
microfluidic channel  to create the Surface acoustic wave.  
IDT electrodes are typically made of copper metal. The IDT 
in the microfluidic channel decreases the propagation process 
velocity of surface waves. To overcome the shortcomings of 
the BAW-based methodology, the size-dependent particle 
separation using surface acoustic wave (SAW) has recently 
been investigated [14]. SAW-based technique works with the 
microfluidic channel material and it can be conveniently 
implemented into a multi-functional system. In today's 
SAW-based particle separation techniques, external sheath 
flows are used to separate the particles or oriented particle 
against the  target of  channel's central area [15]. 

In this novel acoustic configuration, we proposed a 
microfluidic system capable of splitting several particles 
ranging from 2µm to 20µm. We conducted detailed 
parametric analyses of key variables affecting the research 
platform's output to see how these parameters influence 
separation outcomes. As just a result, cells were isolated 
from blood cells with greater efficiency than previously 
conceivable. Finally, we used our acoustic radiation force to 
isolate clinical samples at high throughput and were 
successfully identified. 
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II. MATERIALS AND METHODS 

A. Acoustphoresis 

Acoustophoresis is the migration of particles or cells 
caused by the application of acoustic pressure. Nonlinear 
terms in the governing equations allow momentum to be 
transferred from an acoustic field to particles. The acoustic 
radiation force is the product of this net force acting on the 
particles. 

 
 

Whereas, 

Radiation force Frad for single spherical particles of  
radius refers as ‘r’, density refer as ‘ρ’,the compressibility of 
liquid refer as ’Ks’, acoustic velocity refer as ’u’, acoustic 
pressure as ’p’, where f0 and f1 are pre-factors is given by 

            , where   
 

   , where    

 

        , where      

 

 
Creating a standing acoustic field within a flow channel 

is a common way to achieve acoustic separation. As a 
standing acoustic field occurs in a liquid medium, particles  
in the fluid are forced into pressure nodes with the acoustic 
radiation pressure. Particles with different physical properties 
and different size can emit acoustic radiation in different 
ways. 

B. Gravity force 

 

                                  

 
where the force of gravity is balanced by the acoustic 

radiation pressure,  that will exert sound wave on the surface 
of the medium. 

 

 

C. Geometry of the separation device 

 

 This paper represents three inlets, two outlets, and a 

middle area that generate acoustic radiation force with the 

help of IDT ranging in sequence will make the particles 

flow by altering the path. At the entry, blood containing a 

combination of cells will pump the particles of different 

sizes to outlet exits. Inlet 2 is used to inject blood mixture 

cells, while the angularly inclined angle inlet is used to 

inject buffer solution. In the separation area, the width of the 

channel is 280 m and the fluid flow is in laminar type. The 

diagram of the two-dimensional modelled geometry as seen 

in Figure 1. Inlet 1 has an inflow velocity of (800 m/s), inlet 

2 has a velocity of (134 m/s), and inlet 3 has a velocity of 

(1000 m/s) to centre  the particles at appropriate outlets. The 

IDT is set so that micron-sized particles are subjected to 

adequate acoustic force. As seen in fig. 1, the IDT is 

attached in a series to provide positive and negative 

potentials, and the overall aspect creates a fitting non-

uniform  IDT to generate SAW, which results in 

acoustophoretic radiation force. 

 

 
           Fig. 1. Geometrical representation with three inlets and two outlet. 

D. Numerical Analysis 

 

Computational equations were validated to test 

each convection, and acoustophoretic forces were found to 

be sensible on the cells. The 2D finite element model was 

studied using the COMSOL Multiphysics software kit, 

which returned the electric potential distribution and flows 

within the device's geometry. 

 

In our model, the following physical phenomena are used: 

 

(1) Illustrate fluid movement with a creeping flow. 

(2) Measure the direction of different components 

of blood under the control of acoustophoretic force and 

particle pull is occurred using the particle tracing method. 

(3)The force of gravity is balanced by sound 

flowing through a fluid. 

 

 

 
TABLE  1. DIAMETER AT WHICH PARTICLES ARE 

SEPARATE 

 

 

Cells Diameter (µm) Density  (kg/m^3) 

Cancer 21 1050 

RBCs 6 1050 

2021 IEEE Seventh International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, ICBSII 2021-25th-27thMar’21 ISBN: 978-0-7381-4471-9/21

354



 
Fig. 2. The meshing stage was then finished using the default method. 

                                   

III.  RESULT 

 

A. Effect of velocity 

 

The effect of flow velocity on particle separation was 

observed and we identified the optimum velocity for 

effective particle separation.  The particle separation effects 

under various velocities are presented in Table 2 to Table 4 

Fig. 3. It shows that higher velocity in inlet 1 and low velocity in inlet 2 

and inlet 3 pushes the particles downwards(outlet 2). 

 
TABLE 2. VELOCITIES AT WHICH PARTICLE FOCUS TO THE 

BOTTOM 

 

Fig. 4. It shows that higher velocity in inlet 3 and low velocity in inlet 1 

and inlet 2 pushes the particles upwards (outlet 1). 
 

TABLE 3.VELOCITY AT WHICH EFFECTIVE SEPARATION 

OCCURS 

 

 Inlet 1 Inlet 2 Inlet 3 

Velocity 

Applied 
(µm) 

 

800 

 

134 

 

1000 

 

 
Fig. 5. It shows that higher velocity in inlet 1 and inlet 3, low velocity in 

inlet 2 pushes the particles to align in centre. Henceforth the particles got 
separated(outlet 1 and outlet 2). 

 

 

 
TABLE 4.EFFECTIVE SEPARATION OF DIFFERENT BLOOD CELLS 

AT SPECIFIC INLET VELOCITIES 

 
 

 

 

B. Acoustic pressure 

   

At a velocity range of 800-134-1000um, the particle gets 

perfectly separated with an applied frequency of 50MHz, 

however,a frequency less than 50 MHz, the particles lead to 

imperfect isolation at the collection outlet. The effect of 

acoustic field generation under the influence of various 

frequency is shown in the figure below. 

 

       Fig. 6. Acoustic pressure occurs at 30MHz frequency. 
           

 
         Fig. 7. Acoustic pressure occurs at 10MHz frequency.  

 
 

 

 

 Inlet 1 Inlet 2 Inlet 3 

Velocity 

Applied (µm) 

 

1000 

 

150 

 

150 

 Inlet 1 Inlet 2 Inlet 3 

Velocity 

Applied (µm) 

 

134 

 

134 

 

1000 
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Fig. 8. Acoustic pressure occurs at 50MHz frequency. 

 

 

 

C.  Various sized particle separation 

 

The effect of different blood cells separation is also further 

in our research. In our device, we observed that the blood 

cells of different size can be separated by just tuning the 

inlet velocity. We considered the size difference 5 µm and 

21 µm which corresponds to the size of platelets and cancer 

cells,  8 µm and 25 µm which mimics the size of RBCs and 

Cancer cells and 15-25 µm that corresponds to the size of 

WBC and Cancer cells. Table 5 shows the effective 

separation of different blood cells combinations at specific 

velocities 

 
TABLE 5.EFFECTIVE SEPARATION OF DIFFERENT BLOOD CELL 

AT SPECIFIC INLET VELOCITIES 
 

 

Cells 
Particle 

size 

Inlet flow  

Freque

ncy 

(Hz) 

 

Inlet1 

(µm) 

Inlet 2 

(µm) 

Inlet 3 

(µm) 

Platelets -

Cancer 

cells 

5-21 800 240 1000 8000 

RBC–
Cancer 

cells 

8-25 800 334 1000 6000 

WBC- 

Cancer 
cells 

15-23 800 210 1200 8000 

 

 
Fig. 9. The particles are emitted simultaneously and pass in the same 

direction. The Platelets are blue, and the cancer cells are red. 

          
Fig. 10. The particles are emitted simultaneously and in the same direction. 

WBCs are shown in blue, while cancer cells are shown in red. 

 

Fig. 11. The particles are emitted simultaneously and in the same 

direction. RBCs are shown in green, while cancer cells are shown in 

red. 

IV. DISCUSSION 

 

a) In this article, a two-dimensional comsol simulation 

in which blood cells are sorted using SSAWs is investigated. 

The modelling is generated using a finite element simulation. 

b) The Helmholtz and Navier–Stokes equations, as 

well as the equation of motion are solved. 

c) Angular frequency  and  blood inlet velocity  were 

discovered to be the optimum separation parameters. 

In the COMSOL Multiphysics programme, simulations were 

observed. 

              The impact of cell displacement on flow velocity at 

the top, middle and bottom inlets was also studied. The data 

were analysed at different frequencies. The top and bottom 

inlets have a higher flow rate than the middle inlet, which 

serves to decrease the number of blood cells organised and 

required to flow in the centre fig.5. Higher flow rates were 

used to optimise the movement of the blood cell. The results 

of their tests revealed a very high rate of blood cell 

differentiation, implying perfect particle segregation with 

maximum efficiency. The acoustic-based separation system 

demonstrated here has a range of advantages for CTC 

separation applications, including, automated operation ,a 

label-free, contactless design, high biocompatibility, all in a 

compact and  low-cost package. 

 

V. CONCLUSION 

This paper uses acoustophoresis to isolate various 

blood components using a channel configuration with a 

sequence arrangement of IDT. IDT configurations of 

sidewall make velocities deviate the cell separation on the 

outlet of the tube-based on the size. The Particle tracing 

method is used to model the displacement of the micro-

particles for fluid flow interface into the channel due to drag 

force, radiation forces. The equilibrium of drag and 
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radiation governs the movement of particles. This is 

dependent on the particle size 'r' as well as the fluid and 

material parameters. 
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Abstract 

Aim: To evaluate the Apparent diffusion co-efficient in 

grading of Glial tumors with histo-pathological grading 

 

Method: Cross sectional hospital based observational study 

conducted over a time period of 2 years. All the cases 

registered with Acharya Vinoba Bhave Rural Hospital 

Sawangi, Wardha, diagnosed on histo-pathological findings 

as Glial tumours were included in this present study. All 

patients were examined on GE Brivo MRI machine with 

1.5Tesla magnetic field strength in the Department of 

Radiodiagnosis. Using b value of 1000 s/sq. mm, slice 

thickness 5mm, interslice gap 2mm applied in the x, y and z 

axes, central as well as peripheral portions of the tumor 

were manually sampled, preferably getting rid of any cystic 

or necrotic areas within them. Histo-pathological diagnostic 

acumen was augmented with radiological features of the 

brain tumors upon routine MRI SEQUENCES coupled with 

ADC values. 

 

Result: In the present study, out of the total of 142 patients 

included, the glial tumour cases were 54 in number. 

Amongst this group of glial tumours, the tumours diagnosed 

were pleomorphic xanthoastrocytoma, pontine glioma, and 

thalamic glioma, low grade glioma at other sites, high grade 

gliomas, grade 3 astrocytomas, glioblastoma multiformae, 

gliomatosis cerebri and gliosarcoma. The mean ADC for 

Pleomorphic xanthoastrocytoma, pontine glioma, thalamic 

glioma and Low grade gliomas were 0.98, 0.82, 0.95 and 

0.89 respectively. While, the mean normalized ADC for 

Pleomorphic xanthoastrocytoma, pontine glioma, thalamic 

glioma and Low grade gliomas were 1.23, 1.03, 1.19 and 

1.12 respectively. 

Conclusion: The research gap analysis towards which 

research question was framed stands filled up by the 

generated new knowledge in terms of  ‘Apparent Diffusion 

Coefficient’ and ‘Normalised Apparent Diffusion 

Coefficient’ values with identified cut off / demarcating 

values for gradation of Glial Tumors into Low Grade / High 

Grade tumors 

 

Keywords— Glioma, MRI, Apparent Diffusion 

Coefficient, histopathological grading 

I. INTRODUCTION  

In our nation, which is a developing one making rapid 
progress, cancer still has its claws deep within, engulfing its 
very foundations. According to the available literature 
sources regarding epidemiological aspects of brain tumours, 
3.4 per 100,000 population is the crude incidence of primary 
brain tumour for males and for females it is reported as 1.2 
per 100,000 population. This constitutes less than 1% of the 
total tumours that stand identified. Last decade is marked by 
evident increase in primary brain tumours as a whole1. It is 
pertinent to note that the Population Based Cancer Registry 
(PBCR) in Wardha district, which is 2% of total area of 
Maharashtra state and with an estimated population as 
15,18,995 with male to female ratio of 1000 : 946, reflected 
54 cases of brain tumours like gliomas in the year 2013-
20142. The assigned arena for diagnostics emerged rapidly 
since the paramount discovery of X-rays by William Conrad 
Roentgen, dating back to 8th November, 1895. He was 
honoured with the coveted Nobel Prize in Physics in 1901 
for his landmark contribution that change the face and facet 
of diagnostics in the interest of men and mankind. The 
1970’s stood out highlighting the rapid advances made in the 
stream of radiology. Sir Godfrey N. Hounsfield devised a 
“game changing” invention in the form of Computed 
Tomography (CT) machinery3. The greatest advantage of 
CT equipment proved to be delineating the calcification 
within the soft tissues as well as properly enlightening about 
the involvement of the skeleton. The features like grading of 
the tumour, its status regarding its severity, occurrence of 
intratumoral changes such as haemorrhage, necrosis, cystic 
degeneration were overlooked as CT could not properly 
deliver upon these counts, in spite of being the primary 
modality of detection back then4.  Moving ahead on the 
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timeline, the diagnostics went through a paradigm shift as 
Magnetic Resonance Imaging (MRI) came into reckoning 
towards the end of the 1980’s5,6. These comprise mainly of 
magnetic resonance spectroscopy (MRS) and Diffusion 
weighted imaging (DWI), Apparent Diffusion Co-efficient 
values etc.4.Taking into picture, the pre-operative diagnosis 
along with staging and grading of glioma tumors, Magnetic 
resonance spectroscopy (MRS) is considered to be the 
radiological gold standard7. However, the overall gold 
standard of tumor grading is fulfilled by performing a biopsy 
along with either an open or stereotactic neurosurgical 
procedure in order to decipher the histo-pathologic diagnosis 
of the notorious tumour8,9. Cellularity and grading of 
gliomas have been correlated with Apparent Diffusion 
Coefficient (ADC) values. Gliomas having an increased 
amount of cellularity as well as higher grades tend to show 
lower rate of diffusion of water molecules across the tumoral 
tissue resulting into correspondingly lower ADC 
values10,11. Thus, the glioma tumour cellularity can be said 
to be inversely proportional to its corresponding ADC value. 
The future advances hold the key to increasingly less time 
consuming and swifter tumour diagnosis and 
correspondingly their respective treatment protocols as 
technology moves ahead and more and more Therefore the 
aim of this study was to evaluate the Apparent diffusion co-
efficient in grading of gliomas with histo-pathological 
grading” 

II. MATERIALS AND METHODS  

A. Study Design :-  

 

Cross sectional hospital based observational study   

B. Study Setting 

 All patients were examined on GE Brivo MRI 

machine with 1.5Tesla magnetic field strength in the 

Department of Radiodiagnosis, Jawaharlal Nehru Medical 

College, constituent unit of Datta Meghe Institute of Medical 

Sciences (Deemed to be University), Sawangi Meghe, 

Wardha.   

C. Study Period 

 2 years - 12th April, 2016 to 11th April, 2018.  

D. Participants 

 All the cases registered with Acharya Vinoba Bhave 

Rural Hospital attached to Jawaharlal Nehru Medical 

College, Sawangi, Wardha,  diagnosed on histo-pathological 

findings as Glial tumours, Meningial tumours, and Tumours 

of the Sellar region were included in this present study.  

E. Tumour groups studied 

Glial tumors (n=54) 

F. Sample size 

Sample size availed in the present study was 142, out of 

which glial tumour cases were 54.  

G. Inclusion criteria 

1. All patients aged 4 years and above histo 

pathologically diagnosed as  

       a) Glial tumors  

b) Meningial tumors  

c) Tumors of the sellar region  

2. All patients with MRI data of satisfactory imaging 

quality for the purpose of correlation.   

3. Those giving informed consent  

H. Exclusion criteria 

1. Patients aged less than 4 years of age (MR spectra 

of metabolites are difficult to distinguish between 

due to rapid metabolic changes until age of 4 years 

of age)  

2. Patients with poor quality MRI data – due to 

artefact or contamination by the unwanted 

metabolites or magnetic inhomogeneities.  

3. Patients with pacemakers.  

4. Patients with cochlear implants.  

5. Patients with claustrophobia.  

6. Patients not giving consent.  

I. ADC (Apparent Diffusion coefficient) 

Using b value of 1000 s/sq. mm, slice thickness 5mm, 

interslice gap 2mm applied in the x, y and z axes, central as 

well as peripheral portions of the tumor were manually 

sampled, preferably getting rid of any cystic or necrotic 

areas within them.  

For normalizarion of the ADC values, we took the actual 

ADC value in the numerator and took the normal value of 

ADC in normal grey matter within the brain as 0.8 in the 

denominator. The output of this fraction calculation was 

taken as the normalized ADC value.  

J. Biopsy and histo-pathological correlation    

• Formalin-fixed paraffin mounted specimen of the 

diseased tissue - open biopsy  - experienced 

neurosurgeon.   

• Specimens - examined by an multiple experienced 

pathologists  - for mitotic figures, necrotic 

component, abnormal microvasculature, nuclear 

pleomorphism.   

• The histo-pathological grading of the diseased 

tissue was done as per the WHO grading of brain 

tumours, whereby    

• Low grade (class I and II) and   

• High grade tumours (class III and IV).  
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• Histo-pathological diagnostic acumen was 

augmented with radiological features of the brain 

tumors upon routine MRI SEQUENCES coupled 

with ADC values   

 

III. RESULT 

HPD  Mean  

value  

Mean 

normalized 

ADC value  

Pleomorphic 

xanthoastrocytoma  

0.98  1.23  

Pontine  glioma  0.82  1.03  

Low grade  glioma  0.95(0.05)  1.19(0.06)  

Thalamic glioma  0.89  1.12  

Balos et al12  1.45  -  

In the present study, out of the total of 142 patients 

included, the glial tumour cases were 54 in number. 

Amongst this group of glial tumours, the tumours diagnosed 

were pleomorphic xanthoastrocytoma, pontine glioma, 

thalamic glioma, low grade glioma at other sites, high grade 

gliomas, grade 3 astrocytomas, glioblastoma multiformae, 

gliomatosis cerebri and gliosarcoma.   

In this study, the mean ADC for Pleomorphic 

xanthoastrocytoma, Pontine glioma, Thalamic glioma and 

Low grade gliomas were 0.98, 0.82, 0.95 and 0.89 

respectively. While, the mean normalized ADC for 

Pleomorphic xanthoastrocytoma, Pontine glioma, Thalamic 

glioma and Low grade gliomas were 1.23, 1.03, 1.19 and 

1.12  respectively. These findings match with the study done 

by Balos et al12.  

 
High  Grade astrocytoma Gr 3- 4 

(Histopathologically diagnosed) 

ADC Value x10-3 

Mean 

(sd) 

Mean nADC(sd) 

In our 

study 

Glioblastoma 

Multiforme 

0.76(0.0

5) 

0.96(0.06) 

Gliomatosis 

cerebri 

0.98 1.22 

Gliosarcoma 0.66(0.0

4) 

0.83(0.05) 

Astrocytoma 

grade III 

0.79 - 

Dawoud 

et al13 

High grade 3-4 0.953 - 

Sherbeny 

et al14 

GBM 0.9 - 

Yamasaki 

et al15 

GBM 1.079 - 

Darweesh 

et al16 

Anaplastic 

Astrocytoma Gr-3 

0.6 -1.0 - 

GBM 0.2-0.8 - 

Balos 

 et al12 

Astrocytoma Gr 

-3 

1.14 - 

 

IV. DISCUSSION  

Conventional MRI, being limited by its number of imaging 

sequences, has seemingly limited scope regarding 

differentiation of brain tumours with respect to their 

benignancy or malignancy. Apparent diffusion coefficient 

value is derived as an extremely valuable adjunct to the 

same front as it adds in the form of a coefficient which lets 

the radiologist know regarding the diffusion of water 

molecules across the tumour in the yardsticks of a number, 

which diffusion weighted imaging sequence could direct 

whether there is restriction in diffusion or not within the 

tumour17,18. In the present study, the mean ADC for 

Pleomorphic xanthoastrocytoma, Pontine glioma, Thalamic 

glioma and Low grade gliomas were 0.98, 0.82, 0.95 and 

0.89 respectively. While, the mean normalized ADC for 

Pleomorphic xanthoastrocytoma, Pontine glioma, Thalamic 

glioma and Low grade gliomas were 1.23, 1.03, 1.19 and 

1.12  respectively. These findings match with the study done 

by Balos et al12. In the present study in terms of the ADC 

values, a conclusion can be derived that significantly lower 

values of  ADC as well as normalized ADC are the features 

of high grade malignant tumours as against the lower values 

of ADC as well as normalized ADC being attributable to 

low grade tumours. Thus it results in differentiation 

betweeen a low grade glioma from that of a malignant high 

grade one. This finding is in conformity with the one 

reported by Sherbeny et al14, Yamasaki et al15 and Darweesh 

et al16.  

The findings in the present study in regard to ADC and 

nADC are in tune with the findings of Darweesh et al16 and 

Bulakbasi et al19 to the effect that significant lower ADC 

values were attributable to high grade tumours which are 

much lower in the benign low grade tumours.   In the 

present study, calculated  

ADC values showed the lowest values in high grade 

tumours as against the benign low grade tumours.   

This indicates that low ADC values are indicative of high 

grade tumours whereas high ADC values are indicative of 

low grade tumours. Differentiation of tumour sub-type 

withtin the grade was not observed which is akin to the 

observations reported by Sherbeny et al14, Dawoud et al13, 

Darweesh et al16 and Bulakbasi  et al19. As such, it could be 

safely concluded that ADC calculation can provide additive 

valuable information helping in tissue characterization of 

intra-cranial tumours leading to improved diagnostic 

grading and resultant management and prognosis. This can 

be said to be an important finding in the present study, 

which is in tune with the findings reported by Sherbeny et 

al14, Dawoud et al13, Darweesh et al16 and Bulakbasi  et al19 . 

Thus, it can be hypothesized that higher the value of ADC, 

lower the tumour grade and vice versa pointing towards an 

inversely proportional relationship in between the two.   

 

V. CONCLUSION 

Upon application of ‘logistic regression analysis’, ADC 

values and Normalized ADC values were calculated for low 

and high grade glial tumors respectively.  For low grade 

tumors, the mean ADC value was observed to be 1.19 

(p<0.001). For high grade glial tumors, the mean ADC 
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value was observed to be 0.88(p<0.001). The normalized 

ADC values were observed to be as 1.49 for low grade glial 

tumors(p<0.001). The normalized ADC values were 

observed to be as 1.10 for high grade glial tumors 

(p<0.001). The ADC ‘cutoff’ value for low grade glial 

tumour came out to be more than or equal to 1.029 for low 

grade glial tumors. The normalized ADC cut off value was 

observed to be more than or equal to 1.286 for low grade 

glial tumours. The ADC ‘cutoff’ value for high grade glial 

tumour came out to be less than 1.029. The normalized 

ADC cut off value was observed to be less than 1.286 for 

high grade glial tumours.   

The cut off values obtained using logistic regression 

analysis can serve as adjunct findings in  predicting the 

histopathological grade of the tumour upon ADC 

application on MRI giving a clue or a direction to the 

clinician, radiologist as well as the histopathologist in 

predicting the grade and behaviour of the tumour in 

question. Provision of a value of ADC as well as normalized 

version of the same within suitable intratumoural area can 

point towards the possible grade of the tumour in 

conjunction with the gold standard histopathological 

examination in vogue.   
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Abstract—Osteoarthritis (OA) is considered the most 

common form of arthritis and is characterized by cartilage 
degradation and bone changes. Knee is most common part 
affected by this OA. Knee OA detection consists of 
classifying a knee radiograph into healthy, early stage or 
OA. The medical evaluation of X-ray images or CT images 
is currently performed by skilled physicians which is time 
consuming and prone to error. Considering this fact, 
recently more image based diagnosis system is evolving for 
the early detection of OA. The success of this diagnosis 
system mostly relies on large number of OA/Non OA images 
to be trained. Thus it is necessary to have a standard OA 
dataset for the researchers so as to take the evaluations to 
the advance state by properly analyzing the radiograph 
images. The proposed dataset, named as ‘Osteosit’, 
represents an initial attempt to provide a set of OA 
radiograph images of knee bones. It also consist OA affected 
images in both X-ray and CT modality. To promote the 
analysis of many uncertain problems in OA, Osteosit dataset 
will be available to the biomedical research community 
which can be viewed and downloaded at the following web 
address: http://www.sethu.ac.in/Osteosit/. 

 
Keywords—Osteoarthritis (AO), Knee (AO), Osteosit, 

OA Dataset, common complex disorder 

I. INTRODUCTION 

Arthritis disease is a joint disorder featuring 
inflammation of one or more joints. There are more 
than hundred types of arthritis in the world. It affects all 
people in spite of age, sex and race and leads to major 
disabilities at the later stage [1]. Some of the types of 
inflammatory arthritis are: Psoriatic arthritis, 
Ankylosing spondylitis, and Reactive arthritis. The 
most common type of arthritis are osteoarthritis and 
rheumatoid arthritis. Osteoarthritis is related to wear 
and tear of cartilage in the bone joints whereas the later 
related to the misdirected immune system. 
Osteoarthritis (OA) is one of the most frequent chronic 
illnesses, affects 40–60% of people with degenerative 
diseases. OA brings joint pain accompanied by various 
functional limitations. Knees, hips, hands, shoulder, 
elbow, spine and big toes are the generally affected 
peripheral joints in the human body. This disease places 
a huge burden on health-care services and the cost of 
OA to these services is expected to double by 2020 and 
again by 2030 [2].Fig.1 shows an example of healthy 
knee joint and osteoarthritis affected knee joint.It is 
generally defined as “common complex disorder” with 
multiple risk factors. These risk factors are broadly 
categorized into: genetic factors, constitutional factors 
and biomechanical risk factors [2]. 

 

  (a)       (b) 

Fig.1. Knee bone Joints (a) Health knee joints (b) Osteoarthritis 
[Image courtesy: Practical Pain Management] 

 

Such a life threatening disease has to be treated at 
an early stage so as to avoid misfunctionality of bone 
parts. Many researchers have considered this issue and 
provided many solutions to identify osteoarthritis at the 
earliest. Commonly, X-rays are used to diagnose 
osteoarthritis, typically revealing a loss of cartilage, 
bone spurs, and in extreme cases, bone rubbing against 
bone [3]. In most of the cases symptoms of 
osteoarthritis may arise even before the X-rays reveal 
the damages. For this reason, radiologists recommend 
the more perceptive MRI ((magnetic resonance 
imaging) and CT (computed tomography) forms of 
imaging for detecting early osteoarthritis. Compared to 
X-ray, MRI is a very sensitive imaging modality that 
can reveal delicate changes in bony and soft tissues 
whereas CT scans are excellent for showing bone spurs 
accurately and also shows how the bones are affected 
by the adjacent soft tissues [3]. 

 Accurate diagnosis of OA is a challenging 
task. The diagnosis of osteoarthritis is usually based on 
visual perception of radiologist from the X-ray or CT or 
MRI.  The early detection of OA as it has been 
suggested that the initial transformation occur in the 
subchondral bone before the reduction of joint space 
width [9]. Hence, early detection and accurate diagnosis 
are highly required to overcome this extremely 
disabling disease. As early-stage treatment of OA can 
be prevented the breakdown of cartilage and bone. Thus 
there is a growing interest among the researchers in 
developing a low-cost and non-invasive image-based 
diagnosis system for the early detection of knee OA.  
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Knee_CT_M27_1 

 
Knee_CT_M28_1 

 
Knee_CT_M33 

 
Knee_CT_M36_1 

 
Knee_CT_M30_1 

 
Knee_CT_M31 

 
Knee_CT_M32 

 
Knee_CT_M35_1 

Fig. 2.Sample images of Knee in CT from Osteosit dataset 

 
The important inference in the development of 

image based diagnosis system in OA is that, 
unavailability of suitable biomedical datasets in large 
numbers in various modalities. To facilitate research in 
Osteoarthritis, OAI (Osteoarthritis Initiative) [4] 
introduced a natural history dataset for osteoarthritis 
that include clinical evaluation data, radiological (X-ray 
and Magnetic resonance) images, and a bio specimen 
repository from 4796 men and women ages 45-79 
enrolled between 2004 and 2006. Another public 
sharing dataset is MOST (Multicenter Osteoarthritis 
Study) [4] which is a longitudinal, prospective, 
observational study of knee OA, enrolled 3,026 study 
participants. Radiological data (X-Ray and MRI) for 
these subjects are collected and publicized for OA 
researchers. In both datasets, images are only in 
tabulated form and both are not publically available 
dataset. 

 Getting biomedical images in large number 
with proper ethical clearance is a major challenge in 
OA system. Even though some datasets are available in 
public which are not recent and there is no availability 
of high resolution X-ray and CT images. Keep all these 
facts in mind, in this work we proposed to build a new 
dataset of OA images in X-ray and CT modality, which 
we named it as „OSTEOSIT Dataset‟ for the benefit of 
biomedical research community. Thus our main 
contributions in this work are:  

 Develop a public domain research resource to 
facilitate the scientific evaluation of biomarkers 
for Osteoarthritis. 

 Create a new OSTEOSIT dataset, involves 42 
OA images in X-ray and 47OA images inCT. 

 Provide10 pair of Knee OA images in X-ray 
modality.  

 Present the annotation of the entire50 subject‟s 
biological data with image modality. 

II. OSTEOSIT DATASET 

In the biomedical research domain, unavailability of 
suitable biomedical dataset for advance research and 
development in OA motivated us to create a new and 
rare dataset, called as Osteosit. This Osteosit dataset is 
primarily a benchmark for the detection of arthritis at 
an early stage. Osteosit is built from the X-ray and CT 
radiograph bone images of arthritis. These images are 
collected from the standard scan centers in Tamilnadu 
after ethical clearance. This dataset consists of 42 OA 
images in X-ray and 47 images in CT modalities which 
are collected from 50 subjects. Among the 50 subjects, 
Osteosit consist of 44 female and 6 male subjects. Each 
subject comprises of one knee bone X-ray or CT image 
whereas few subjects consist of left and right knee bone 
images. 
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Knee_Xray_F12 

 

 
Knee_Xray_F22 

 

 
Knee_Xray_F17 

 

 
Knee_Xray_F1_2 

 

 
Knee_Xray_F6_5 

 

 
Knee_Xray_F10_1 

 

 
Knee_Xray_F18 

Fig. 3.Sample images of Knee in X-ray from Osteosit dataset 

 

All the images are also labeled uniquely to identify 

easily the gender and modality of the subjects. An 

example of   X-ray scan and CT scan images of 8 

subjects from the Osteosit dataset are shown in Fig.2 

and Fig. 3 respectively. Fig.4 shows the sample of knee 

bone images of both left and right leg captures in X-ray 

modality. 

Osteosit dataset is developed through following steps: 

1) Construction and composition 2) Labeling the images 

3) Annotation.  Each step is described in detail in the 

following subsections. 

2.1.Construction and Composition Details 

A. Osteosit_CT 

CT scanning combines special X-ray 

equipment with sophisticated computers to produce 

multiple images of the internal structure of the body [5]. 

CT is typically used for examining joints that are deep 

in the body and difficult to assess with normal x-ray in 

the diagnosis of arthritis. The Osteosit dataset is 

constructed from the CT scan OA images of Indian 

people. From the 37 Indian subjects, totally 47CT Knee 

images have been collected. All the images are cropped 

manually and saved as separate images in „jpg‟ (Joint 

Photographic Group) format. The size of all the images 

are105 KB with Dimensions of 1105 x 659. The 

categorization of the dataset, based on the bone images, 

motivate the researchers to interpret and analyze the risk 

condition of the knee bones accurately. 

B. Osteosit_X-ray 

A radiograph (x-ray) uses a low quantity of 

radiation to generate images of internal bone structures. 

X-rays illustrate the bones and the way they interrelate 

with each other at the joints. They are useful to evaluate 

the amount of cartilage at the ends of the bones and 

deformities that may lead to arthritis [5].In the Osteosit 

dataset all the images are labeled perfectly for the ease 

of researchers. From the label itself one can easily 

identify the subject ID, modalities, bone part and gender 

of the subject. The size of all the images are 1.25 MB 

with Dimensions of 2000 x 2510.For example, the label 

for an X-ray scan image of subject is given as: 

Knee_Xray_F1.jpg; here Knee refers to bone part, X-

ray refers to modality of the image captured, F refers 

Female, the gender of the subject and 1 is the subject 

ID.  

C. Osteosit_Knee Pair 

OA often affects small and large joints on both 

sides of the body (symmetrical), such as both knees, 

both hands and both wrists.  
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KneeP_Xray_F1_1 

 
KneeP_Xray_F2 

 
KneeP_Xray_F3 

 
KneeP_Xray_F6_1 

 
KneeP_Xray_F7_1 

 
KneeP_Xray_F13 

Fig. 4.Sample images of Knee Pair in X-ray from Osteosit dataset. 

 

 

The size of all the images are 1.26 MB with 

Dimensions of 2510 x 2000. In the Osteosit_Knee Pair 

images, the label for an X-ray scan image of subject is 

given as: KneeP_Xray_M12.jpg; here, KneeP refers to 

Knee pair, X-ray refers to modality of image, M refers 

Male, the gender of the subject and 12 is the subject ID. 

 

2.2 Labeling the image 

In the Osteosit dataset all the images are labeled 

perfectly for the ease of researchers. From the label 

itself one can easily identify the subject ID, CT or X-

ray, bone part and gender of the subject. For example, 

the label for an Osteosit scan image of a subject is 

given as: Knee_Xray_F32.jpg and Knee_CT_M12.jpg. 

Here, in the first case Knee refers to bone part, X-ray& 

CT refers to the modality of image, and the later F32 

refer of Female subject and 32 is the subject ID.  

 

2.3 Annotation 

Osteosit provides a detailed annotation through a 

careful analysis of each and every Osteosit scan image. 

We manually annotated the following attributes for 

each bone image.  

 

 

 Unique ID of the subject  

 Gender  

 Age and 

 Bone part 

 Modality of the image 

 Size of the image with Dimension 

Fig.5.shows the example of annotation made for one of 

the images from Osteosit, 

 

Fig.5. Sample of annotation of X-ray OA images 

 

 

 

 
Biological Data Subject 

ID: F01 

Gender: Female 

Age: 67 

Modality: X-ray 

Resolution:2000X2510 

Size : 1 MB 
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III. CONCLUSION 

In this paper, we have developed a new medical 

image dataset called OSTEOSIT, a collection of 

osteoarthritis scan images for healthcare application 

oriented research. It is introduced with the aim of 

providing a benchmark for orthopedic research and 

related development in detecting the arthritis at an early 

stage. This dataset can also be explored to identify the 

bone mineral density and calcium contents to classify 

the osteoporosis risk conditions. The main 

characteristics of this OSTEOSIT dataset are: a) 47 CT 

Knee images as Osteosit_CT, b) 42 X-Ray knee scan 

images as Osteosit_X-ray c) 10 Knee pair X-Ray 

images named as Osteosit_Knee Pair. By providing this 

dataset available to the Osteoarthritis research 

community, we hope this Osteosit will serve as a public 

domain research resource in healthcare. This Osteosit 

dataset along with radiograph images with proper 

annotations will also be publically made available for 

research. This dataset can be viewed in the following 

web address: http://www.sethu.ac.in/Osteosit/. 
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Abstract—Advancements in the technologies are higher, 

especially for IoT, this can be integrated well with home 

automation to enhance daily lifestyle. Remote controlled 

automation systems are very helpful for bedridden patients 

and physically handicapped persons. Gesture controlled 

systems are being developed nowadays. These need more 

memory and processing speed. In this paper, a new system is 

proposed for home automation for supporting patients. This 

low power , low cost system works with voice commands 

without any other physical movements. Here a prototype is 

presented to implement the IoT based portable automation 

system. Google Assistant and Blynk are available 

applications for voice controlling. The demonstration of this 

system was performed with controlling the light. This system 

is simple and user friendly especially for elders and children. 

Hardware system is designed with the ESP32 

Microcontroller which has an inbuilt Wi-Fi module. As the 

Wi-Fi connectivity is provided, the system can be controlled 

even from a large distance. Use of the latest technology and 

low cost, easy to operate system will make it accessible for 

every household. The use of home automation is now 

extended even to factories, various industries for the 

automatic ON/OFF of various machineries and electronic 

appliances. This system can efficiently monitor the power 

consumption of building automation systems like HVAC. 

Keywords—Home automation, Google Assistant, Blynk, Wi-

Fi, Light, Buzzer, Alert. 

I. INTRODUCTION 

  Home automation, especially in this technology era, 
performs a very important role where the single corner of 
the world is of network connectivity. The main aim of the 
technology is to increase efficiency and decrease the 
effort in human lives. Home automation is the automatic 
control of any electronic device in buildings and factories. 
Here all the devices are controlled by wireless 
communication facilities such as Wi-Fi, Bluetooth, 
etc.When these devices are connected via the internet; 
they can be controlled and monitored remotely. Home 
automation can be extended from light controlling to air-
conditioning controlling and even to a smart security 
system [1]. 

  Remote home monitoring permits people to manage 
and control various aspects of the home. These include 
motion detection, water leakage detection, monitoring 
temperature and finding burglary and fire, and controls for 
lights, fans from a laptop or a tablet, or a smartphone. The 
household activities can be automated by the development 
of specific appliances such as water heaters to reduce the 
time taken to heating water for bathing and automatic 
washing machines to reduce work for washing clothes. In 
developed countries, homes are wired for electricity, 
calling bells, Televisions, and phones by keeping home 

automation in mind. The door lock system can be 
implemented with help of RFID cards [2]. 

Another application of home automation includes, 
when a person enters the room, the light turns on. In 
improved technology, the room can sense the presence of 
the person . Taking in mind the day of the week, time of 
the day and other factors, it can also set suitable lighting 
timing, temperature levels, television channels and music 
type. In the case of a smoke detector, when fire or smoke 
is detected, the lights in the entire house will start blinking 
to alert the user about the fire. In the case of a home 
theatre, the home automation system can avoid 
disturbances by locking other audio and video 
components and also make an announcement. The home 
automation system can also call up the house owner on 
their mobile phone to alert them[3]. 

Every appliance must be connected and communicate 
with each other. The basic aim of home automation is to 
control or monitor data from different appliances [4]. A 
smartphone or a web browser is used to control or 
monitor the home automation system. The household 
activities such as food preservation and preparation are 
automated with the help of pre-packaged food or pre-
made food as such in a bread toaster. Automation of 
handling the food is available only for standardized 
products [4]. 

Other automated activities include the air conditioner, 
for making it to an energy saving setting when the house 
is empty and get back to the normal functioning when the 
resident is returning back home. The system can also store 
the list of products, records of its usage through bar codes 
or an RFID tag and replaces the order automatically when 
it is about to exhaust. Many people today prefer smart 
devices which can be controlled remotely by the Internet 
rather than the manual control to improve the standard of 
living [5]. 

  The internet of Things (IoT) is the network of any 
device, including home appliances, vehicles. The IoT is a 
combination of software, sensors, actuators, and network 
connectivity that helps these objects to connect and 
exchange data. Here, each thing can be identified by their 
unique identity and also able to interoperate within the 
existing internet infrastructure. In short, IoT is a network 
of the interconnection of hardware and software to 
transfer the data[6]. 

Any objects that can be given an IP address and have 
the ability to transfer data over the Internet bring ways to 
get out of many problems and to connect devices from 
any of the remote places [6]. The Internet of Things 
technology is used to bring out an innovative result and 
large development of smart homes to improve the living 
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standards of human life. The growth of the Internet of 
Things will change many sect sectors like healthcare, 
automation, energy, transportation, etc. Cloud computing 
can be used to implement the IoT infrastructure that is 
arranged with sensors and actuators to monitor and 
control devices from anywhere in the world. 

An Embedded system is a computer hardware system 
having software in it. It can be an individual system or 
can be a part of another bigger system. An embedded 
system can be either a microprocessor or a 
microcontroller designed to perform a specific task [7]. 

Applications of home automation include, 

•  Lighting control 

•  Irrigation control 

•      Electronic appliances control like HVAC 

•     Security system 

• Power consumption monitoring 

The main aim of this work is to create a home 
automation system using voice commands, smartphone 
and to produce an alert alarm. This system will be useful 
for elderly people, children, disabled people and 
bedridden patients where they can control devices without 
any physical movements.  

II. LITERATURE SURVEY 

Many systems were designed based on home 
automation. A smart home security system is developed 
using the Arduino Uno board and ESP8266 module. This 
system can be used for home appliances controlling using 
a smartphone application and to provide home security 
safety from unknown people. A framework for domestic 
automation using Node MCU and Firebase was designed 
to control domestic apparatus through smartphone 
applications. MIT app is used to control domestic 
apparatus [8].   

Chad Davison designed an Internet of Things (IoT) 
based smart home security system. This system is an RF-
based smart door opening system by using Elegoo Mega 
2560 microcontroller board, Raspberry Pi [9]. Sandeep 
Mishra and Jagruti proposed a home automation system 
using Node MCU and Blynk app. Here the devices are 
controlled using mobile applications [10]. 

Most of the existing system uses microcontrollers such 
as Raspberry Pi, Arduino UNO, ARM7, NodeMCU. 
These are connected to devices via GSM, Ethernet, 
Bluetooth, or Wi-Fi. Some systems work based on the 
value sent by the sensors and others work based on a 
predefined timing or by the human command by the use 
of a mobile phone or a PC. These are used for various 
applications like irrigation control, doorbell system, 
security system. Most of the system works on the GSM 
module, which is not possible to make connections in all 
situations [11].  

Nowadays, everything is dependent on the internet, 
even not any exception for our home lights and 
appliances. The trend of urbanization is increasing to 
reduce human work. Also, home automation is extending 
from lights to appliances and from home to factories. As 
smart home automation is gaining more popularity, it is 

essential for making home automation user-friendly and 
low cost . 

III. PROPOSED SYSTEM 

 The rapid emergence of the Internet-of-Things (IoT) 
based technologies redesigned almost every aspect 
including Home.Home automation makes human daily 
life easier, it helps to conserve energy reduces human 
effort, where lights can be controlled with just a touch . It 
even helps elderly and disabled people.  

The figure 1  shows the block diagram of a voice-
controlled home lighting automation system. This system 
controls the LED and buzzer. The Microcontroller board 
used is NodeMCU. The Wi-Fi connectivity can be 
provided by NodeMCU itself.  

In this system, the main components are NodeMCU 
and smartphones. Here, it uses Google assistance to hear 
and convert the voice commands and is sent to IFTTT, 
and it interprets them and passes them to the Blynk app 
from where data is sent to Node MCU and it controls the 
appliance based on it. In this system, LED and buzzer are 
controlled to demonstrate the operation of the system. 
Here one light can be switched ON and OFF using voice 
command, the remaining other light-controlled using 
Android mobile app and in case of any emergency, the 
alert can be switched ON using voice command. 

 

Figure 1: Block diagram 

IV. SYSTEM ARCHITECTURE 

The first step is setting up the Blynk controls. Blynk is 
an application used to make virtual buttons which can be 
turned ON/OFF depending on the commands given to the 
Google Assistant and the next step is connecting the 
microcontroller and the final step is connecting to Google 
Assistant through IFTTT. 

IFTTT is a website used to create conditional 
statements like if-else statements. For IF statement in 
IFTTT Google Assistant is selected and for THAT 
statement Webhooks selected. Webhooks are messages 
sent from applications automatically whenever any 
changes occur.  When an event happens on trigger 
application that is, Google Assistant, the data about the 
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event is sent to Webhook URL from the action application 
that is, Blynk application. 

V. IMPLEMENTATION OF  THE SYSTEM 

A. SOFTWARE IMPLEMENTATION 

a) Arduino IDE :The system is controlled by the 
Arduino IDE (Integrated Development Environment) 
program. It consists of two functions such as Setup () and 
loop (). Arduino Integrated Development Environment 
(IDE) supports a simplified version of the C and C++ 
programming languages. Arduino IDE is open-source 
software. It can be used in different operating systems like 
Windows, Mac OS and Linux. They can be stored at 
extension of. ino. 

b) Blynk application: Blynk application can control 
hardware, display sensor data, and store data. Blynk 
Server is responsible for all the interchanges between the 
Smartphone and devices. In this paper, this app controls 
home appliances like buzzer and light remotely by just 
clicking on and off from the app. 

c) IFTTT (If This Then That) :   IFTTT is a facility 
that is used to make simple conditional statements called 
applets [12]. The commands given to Google Assistant 
trigger the IFTTT. IFTTT interprets the data from the 
Google Assistant and from that IFTTT connects and 
controls various applications and devices . 

d) Google Assistant : Google Assistant is Google’s 
voice assistant software that is used to give voice 
commands [13]. It is an Artificial Intelligence based 
Virtual Assistant software. The users can give the voice 
commands through Google Assistant to access devices 
and applications. It is a convenient method for users to 
automate their devices . 

e) Webhooks :     Webhooks are messages sent from 
one app to another app that is sent automatically 
whenever some events occur. They can be messages or 
data and are sent to a specific URL which can be the 
app’s phone number or address. They are user-specified 
callbacks with HTTP. 

B. HARDWARE IMPLEMENTATION 

a) NodeMCU : NodeMCU is an IoT platform, Wi-Fi 
board[15] .They have firmware runs based on ESP8266 
Wi-Fi System-on-chip and hardware based on ESP-12 
module and ESP32 was formed when 32-bit MCU was 
added.The programming can be done using Lua language, 
Arduino IDE. The protocols followed by NodeMCU 
areIpv6, TCP, UDP, HTTP and FTP. It consists of 4MB 
ROM of flash storage. They can support micro-USB 
connection and OTA wireless uploading.It has both the 
features of Wi-Fi access point station and microcontroller. 
It uses BRT (Bias Resistor Transistor). They are easy to 
make into flash mode. They are widely used in 
automation systems because of its Wi-Fi compatibility . 

 

(a)  (b)  (c) 

Figure  2:  (a) NodeMCU (b) Two-terminal LED (c)  
Two-terminal Piezo buzzer 

• Features of Node MCU 
• Operating voltage: 3.3V 
• 17 GPIO pins 
• 1 analog pin 
• 11 x I/O digital pins 
• 1 x ADC pin 
• 10-bit ADC 
• Operating current: 80 mA 
• Uses latest firmware version 
• Frequency range: 2.4 to 2.5 GHz 
• All pins have interrupt / PWM / I2C / one wire 

supported (except for D0) 
• Good stability 
• 4 Mbps communication speed 

b) LED : Light Emitting Diode is a semiconductor 
diode. It is based on spontaneous emission. It emits light 
when current is passed through it. The band gap 
determines the energy of the light particles that are 
emitted by the LED. Different semiconductor materials 
with different band gaps produce different colors of light. 
In this paper, RED, BLUE, WHITE, GREEN LEDs are 
used. Here, long (positive) terminal is connected to the 
digital pin of NodeMCU and the short (negative) terminal 
is connected to the 1kohm resistor which is connected to 
the ground. 

c) Buzzer :Buzzer is an audio-output producing 
device. This system uses a piezoelectric buzzer. They are 
normally used in alarm, timers and alert systems. Piezo 
buzzer generates beeps and tones by using piezo crystal. 
In this work, a buzzer is used to provide alert sound in 
case of any emergency situations. This buzzer can be 
controlled by voice comments and Blynk app.The buzzer 
consists of a piezo element which has a central ceramic 
disc surrounded with metal vibration disc. When current 
is given, causing the ceramic disk to expand or contract. 
This change in the ceramic disk causes the surrounding 
metal disc to expand and the sound gets produced.Here, 
red wire (positive) is connected to the digital pin of 
NodeMCU and black wire (negative) is connected to the 
1k ohm resistor which is connected to the ground. 
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Figure 3: circuit diagram 

V. RESULTS AND DISCUSSIONS 

Home automation can be extended from smart 
doorbell, smart speaker, smart security camera, smart 
lock, smart smoke detector, robot vacuums cleaners, 
smart coffee machine, automated window to control 
outdoor lights and these can be controlled through a 
smartphone or tablet. Thus, home automation becomes 
integration for control of entertainment systems, climate 
and applications. For making home appliances fully 
automatic the Internets of Things (IoT) is promoted to 
provide improvements in smart home appliances. The 
internet technology is growing minute by minute and the 
internet connection is accessible everywhere. Human 
detection is achieved by the PIR sensor for security 
systems. The IoT is now ruling the world. 

At first Blynk app is downloaded and a new project is 
created for four LEDs and one buzzer. Blynk and ESP 
8266 libraries are downloaded and Program is created on 
Arduino IDE and uploaded to NodeMCU and all the 
connections are set up. 

Then necessary applets are created in IFTTT for 
communication with Google assistance. Using the 
keyword "Hey Google/Ok Google" communication can be 
started. Google assistance receives the voice command, 
interprets it into data and checks whether the command is 
for IFTTT.If the data is meant for IFTTT then IFTTT 
receives the data. If the command is "Turn on light one", 
Google assistant interprets it as light one=ON. Then 
IFTTT receives light one = ON. IFTTT interprets the data 
like, if light one = ON then LED1= ON. 

The interpreted data from IFTTT is then sent to the 
Blynk Server. From there the data is displayed on the 
dashboard as well as the data is sent to NodeMCU like 
LED1= ON. After NodeMCU receives the data, 
NodeMCU looks for the appliance connected to that point 
and the LED gets turned on automatically. 

 

Figure 4: Flowchart 

In this system Figure 5 and Figure 6, the LED and 
buzzer can be controlled using Google Assistance and 
Blynk app. The voice commands “turn on light one” and 
“turn on alert” are given by the user and the Google 
Assistant responds to those commands as shown in Figure 
7. The Blynk dashboard displays LED/buzzer ON by 
green color and OFF by white color as shown in the Fig 8. 
The IFTTT applets used for communication with the 
Google Assistant are shown in Figure 9.. 

 

Figure 5: Simulation of Voice controlled home 
automation system with all light and buzzer ON 

 

Figure 6: Prototype of Voice controlled home automation 

system 
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Fig 7: Google assistant responses 

 

Fig 8: Blynk dashboard 

 

Fig 9: IFTTT Applets 

The power consumption can be monitored and 
controlled through the data communicated with this. An 
adaptive scheduling algorithm can be incorporated to 
function equipments automatically. This will manage the 
energy[16].  

 

VI. CONCLUSION AND FUTURE SCOPE 

In this paper, the proposed system provides an 
effective home automation system. This system brought 
the advantage of NodeMCU and Google assistant. The  
alert control help the elderly person and bedridden people 
to control the appliances without any physical movement 
just with voice comments and smartphone. The alert 
alarm can provide through this system. 

As a part of future works, sensors like DHT11 for 
temperature and humidity values, an ultrasonic sensor can 
be included that can be used to detect people entering the 
building and can be used with the doorbell, security 
system along with the webcam based face recognition 
algorithm and automatic opening of doors and can also 
include a voice recognition algorithm. Another 
development that can be done is to provide an alert 
notification via e-mail or message. 
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Abstract—Providing painless surgery and delivering an 

accurate dose of anesthesia to the patient plays a very crucial 

role in any major surgeries. Failing in providing an accurate 

dose to the patient may show adverse effects and postoperative 

complications. In case of major surgeries which could take a 

longer period, the complete dosage of anesthesia could not be 

administered in a single dose to the patient since it may show 

lethal complications. Administering less dose of anesthesia 

makes the patient regain consciousness during the surgery. It is 

not easy for the anesthetist to deliver an accurate dose of 

anesthesia at regular intervals of time. To overcome such 

complications during surgeries a computer-controlled syringe 

is designed to deliver an accurate dose of anesthesia at regular 

intervals of time with constant speed. Therefore this project 

aims to introduce an automatic anesthesia control system 

integrating with monitoring parameters using Arduino Uno. 

This Embedded system uses a syringe pump to deliver the right 

amount of anesthesia to the patient. The anesthetist can set the 

desired amount of anesthesia that can be given to the patient 

with the help of a switch panel. Once the Arduino Uno receives 

the signal it activates the motor driver to drive the syringe 

pump at the preset intervals. The anesthesia is delivered to the 

patient according to the rotation of the stepper motor. After 

administration of anesthesia, the vital parameters like 

Temperature, Exhalation breath temperature, and Pulse are 

monitored side by side. If they are under the normal state then 

the second dose of anesthesia will be injected. On the onset of 

abnormality the doctor will be notified through a buzzer and 

anesthesia delivery would continue only if everything is under 

normal. Additionally, these parameters are checked by 

corresponding sensors. This integration of monitoring 

parameters increases the patient's safety and keeps the 

anesthesiologists at ease. 

Keywords—Automatic, Embedded system, Arduino, 

Exhalation Breath Temperature (EBT), Vital parameters, 

computer controller.       

I. INTRODUCTION (ANESTHESIA) 

        Anesthesia is a medical drug that can be given to the 
patient to avoid pain during surgeries. It is the greatest 
discovery in the medicine which provides comfort to both 
patient and doctor while performing surgeries. Anesthesia is 
divided into three types General, Regional and Local 
Anesthesia. General anesthesia[10][11] is mainly used for all 
major surgeries to make the patient unconscious, Local[11] 

can be given to the numb small area of the body whereas 
Regional[11] can be given to block pain in an area of the body 
such as an arm or leg. Delivery of anesthesia can be given to 
the patients in two ways either through inhalation or 
intravenous. Giving intravenous anesthesia[6][7] shows a 
quick response in patients. Anesthesiologists are overloaded 
with multiple tasks like to deliver anesthesia continuously to 
maintain unconsciousness till the end of surgery and also 
need to monitor physiological parameters side by side. So the 
anesthetist may fail to administer the accurate dose of 
anesthesia to the patient. Inducing accurate dose plays a 
crucial role because high or low dose may show adverse 
effects in patients like coma in case of high and coming to 
conscious during surgery in case of low. The main aim of 
this project is to deliver an accurate dose[9] of anesthesia 
along with physiological parameters. Programmed input is 
given to the Arduino to make the stepper motor rotate in 
desired speed. Once the stepper motor initiates it makes the 
Syringe pump move in forward and backward directions to 
inject the anesthesia into the patient’s body. Body parameters 
are monitored side by side with specified sensors to 
overcome complications in vital parameters while delivering 
anesthesia. Physiological parameters need to be monitored 
according to American society of Anesthesiologists after 
giving anesthesia such as Temperature, SpO2, Heart rate, 
Blood pressure and providing adequate ventilation. The 
rotary motion of the stepper motor initiates the Syringe Pump 
to move. An electric buzzer is connected to these parameters 
to give alert to the anesthesiologist if any abnormal changes 
occur in these vital parameters. The main reason of 
automatic anesthesia control system is to avoid carrying 
extra monitoring equipment in any emergency situations or 
rural areas. So the proposed work integrates monitoring 
parameters with anesthesia system. One of the major 
advantages of Total intravenous anesthesia[1][8] over 
inhalation[1][8] anesthesia is that emergency surgeries in 
situations like COVID19[2] or any air-borne diseases it helps 
to prevent the spreading of the disease. 

II. MATERIALS AND METHODS 

A. Materials 

Arduino UNO: Arduino UNO shown in figure 1 is a 

standard microcontroller board based on microchip 
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ATmega328P. It is equipped with the sets of digital and 

analog input/output (I/O) pins. It has 14 digital input/output 

pins, 6 Analog pins, USB connector, Power port, 

Microcontroller, Reset Switch, Crystal Oscillator, 

USB(Universal Serial Bus) interface chip, TX(Transmit) 

RX(Receive) LEDs. It can be connected to a computer with 

a USB cables. It can operate on an external supply from 6 to 

20 volts.  

 
Fig. 1.  Arduino UNO 

 

LM35 Temperature Sensor: LM35 Temperature sensor 

shown in figure 2 is used to detect the body temperature[5]. It 

can measure temperature in the range of -55 degree Celsius 

to +150 degree Celsius. It is an integrated circuit 

temperature sensor where the output voltage is linearly 

proportional to the temperature in Celsius. It operates from 4 

to 30 volts and it can be operated by single power supplies. 

The LM35 temperature sensor is appropriate for remote 

applications and is cost-effective. 

                              
                          Fig. 2. LM35 Temperature sensor 

 

NTC (Negative temperature coefficient) thermistor: The 

thermistor used to measure Exhalation breath temperature 

(EBT)[4] which is the Negative temperature coefficient 

(NTC) thermistor shown in figure 3. In this type of 

thermistor, the resistance decreases with an increase in 

temperature. Generally, these NTC (Negative temperature 

coefficient) thermistors are used for low-temperature 

measurement and are typically suitable for a temperature 

range between -55°C to +150°C. They are reliable and 

responds quickly and inexpensive. This device detects the 

change in temperature when the patient breathes through the 

mask. It comprises a buzzer which beeps when the patient's 

temperature is less than 34°C. 

                          
                                   Fig. 3. NTC Thermistor 

Pulse sensor: Pulse sensor shown in figure 4 measures Beats 

per minute (BPM) by placing a finger on the led. It is 

bilateral, on one side the LED (Light emitting diode) is 

placed and on the other side, noise elimination circuitry is 

placed. The finger is placed over the LED and the light 

emits from the LED will fall directly on the vein which will 

monitor the flow of blood as well as the heartbeats. The 

circuitry is responsible for noise cancellation and 

amplification. It works with either a 3V or 5V. 

                    
                          Fig. 4.  Pulse sensor 

Stepper motor (NEMA 17): Stepper motor[13][16] drives a full 

rotation into a number for steps which helps to deliver the 

drug in the required amount with the smooth motion for the 

syringe pump. Stepper motor rotates with steps. This works 

on the principle of electromagnetism. Using the driver in 

different step mode and with a capacitor of 100µF for 

decoupling and 12 v for powering the motor. Wire A and C 

of the stepper motor connected to pins 1A and 1B and the B 

and D wires to the 2A and 2B pins. Before connecting the 

motor the current limit of the motor driver[17] is set so that 

the current is within the current limit of the motor. Figure 5 

shows stepper motor. 

                       
                                     Fig. 5. Stepper motor 

 

B. Methodology 

 Fig. 6. Generalized block diagram of Automatic anesthesia control system 
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Detailed block architecture of the Automatic anesthesia 

control system[3] has been illustrated in Fig 6. Stepper motor 

controls the amount of anesthesia that can be injected to 

patient via syringe pump[14][15]. Sensors monitor the patient’s 

vital conditions while delivering anesthesia and give alerts 

to anesthesiologist through buzzer if any abnormality occurs 

in vital signs of the patient. 

III. SCHEMATIC DESIGN 

 
Fig. 7. Schematic design of Temperature Sensor (LM35) 

 

     
Fig. 8. Schematic design of Exhalation breath temperature (EBT) sensor 

(NTC Thermistor) 
 

        
Fig. 9. Schematic design of Stepper motor (NEMA 17) 

IV. RESULTS 

Automatic anesthesia control system increases safety to the 

patient by integrating monitoring parameters with it. LM35 

is a sensor module that measures the temperature of the 

patient. Table I explains the Analysis of real-time 

temperature measurement in subjects using Medtech digital 

thermometer and LM35. Five subjects are selected with 

different age groups to measure temperature using Medtech 

digital thermometer and LM35 to crosscheck the variance of 

temperature using individual devices. LM35 readings are ±2 

degrees compared to Medtech digital thermometer. NTC 

(Negative temperature coefficient) Thermistor is used to 

measure Exhalation breath temperature (EBT)[12] by placing 

it in the N95 mask to avoid interference of room 

temperature. The average Exhalation breath temperature 

(EBT) of healthy human is 34ºC. Table II explains Analysis 

of real-time Exhalation Breath temperature measurement in 

the subjects using a 10K NTC thermistor with N95 Mask 

and without N95 Mask. Table III explains Real-time pulse[8] 

measurement with the subjects using the pulse sensor. BPM 

of the subject can be measured by placing a finger on the 

sensor. These sensors help to monitor the patient condition 

while delivering anesthesia. If any abnormality occurs in 

vital parameters electric buzzer alerts anesthesiologist.  

 
TABLE I. ANALYSIS OF REAL-TIME TEMPERATURE 

MEASUREMENT IN THE HEALTHY SUBJECTS 
Sl.

No Subjects(age in years) Medtech (in °F ) LM35 (in °F) 

1 
Subject 1 (12yrs) 

97.7 95.28 

2 
Subject 2 (11yrs) 

98.4 97.03 

3 
Subject 3 (10yrs) 

89.8 96.15 

4 

Subject 4 (56yrs) 

95.8 95.28 

5 
Subject 5 (30yrs) 

96.9 94.40 

TABLE      II.     ANALYSIS OF REAL-TIME EBT MEASUREMENT IN 
THE HEALTHY SUBJECTS 

Sl. No Subjects(age 
in years) 

With N95 Mask (in °C) 
Without N95 Mask    
(in °C) 

  Inhale          Exhale                                 Inhale          Exhale 

1 SUBJECT 

1(12 YRS) 
 31-32             33-34 29-30          30-31 

2 SUBJECT 

2(11YRS) 
32-33              34-35 28-29           29-30 

3 SUBJECT 

3(10YRS) 
32-33               34-35 28-29           30-30 

4 SUBJECT 

4(56YRS) 
33-34              35-35 29-30           31-32 

5 SUBJECT 

5(30YRS) 
32-33              35-36 30-30           31-32 

TABLE   III.   ANALYSIS OF REAL-TIME PULSE MEASUREMENT 

IN  THE HEALTHY SUBJECTS 

Sl.No Subjects(age in years) Pulse in BPM 

1 Subject 1 (12yrs) 77 

2 Subject 2 (11yrs) 68 

3 Subject 3 (10yrs) 80 

4 Subject 4 (56yrs) 63 

5 Subject 5 (30yrs) 75 
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V. OBJECTIVE 

➢ To integrate monitoring system along with the 

anesthesia machine 

➢ To make it applicable in emergency situations 

➢ To develop a cost-effective delivery system 

➢ To design a system for delivering anesthesia at 

constant rate 

➢ To reduce the human error 

VI. DISCUSSION 

Physiological readings have been obtained using different 

sensors. LM35 module which is a temperature sensor 

measure temperature by placing it under arm. Readings 

obtained from LM35 is 2-3 degree Celsius different from 

Medtech Digital thermometer. Thermistor which is a resistor 

whose resistance strongly depends on temperature. So 

thermistor is used to measure the temperature of respiration 

while inhaling and exhaling by placing it in the N95 mask. 

Pulse of the patient plays very crucial role when patient is 

under anesthesia. It is one of the vital parameter that 

changes easily when there occurs any changes in the internal 

environment of the patient. Pulse sensor is used to measure 

pulse reading. A buzzer is connected to these sensors to 

beep if there is any abnormality in the patient’s vital 

parameters while delivering anesthesia. Physiological 

parameters of non-healthy subjects are yet to be measured. 

VII. FUTURE ENHANCEMENT 

This project can be improved further by integrating few 

more monitoring parameters like SpO2, Blood pressure 

sensor. It can also be improved to control the motor with 

anyone of the parameter by making it stop if any 

abnormality occurs in patient’s vital signs. 

 

VIII.    CONCLUSION 

From the overall conduct of the project, monitoring patient’s 

parameters plays very crucial role when patient is under 

anesthesia. It’s not easy for anesthesiologists to focus on 

multiple tasks. So Embedded patient monitoring system has 

been designed with different sensors to give alert to 

anesthesiologist if any abnormality occurs while delivering 

anesthesia to the patient via syringe pump which in turn 

controlled by stepper motor.  
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Abstract— Robotics in the medical field is an ongoing trend in 

both research and commercial sectors. Robots are used in 

every hospital department for assistance in delivering things, 

surgery, checking vital signs, telepresence, etc. Medical 

prototype robot is a scenario-based assistive robot with a 

customized design to help the hospital staff fight against Covid-

19 (Coronavirus disease) outbreak, ensuring social distancing. 

It has basic features like delivering medicine and small 

handheld devices, remote temperature sensing using IR 

(infrared) and UVC (ultraviolet type C) disinfection unit. The 

main aim of this prototype is to make the nurse not to handle 

the devices which was handled by the patients in which we can 

convey the information through an audio system (which is 

already available in the hospital) or a nurse will be assisting the 

initial instructions required (by ensuring the social distance) 

that is in the isolated ward so that the patient can do the task 

properly. For this prototype, we are using the basic 

microcontroller, that is, Arduino UNO. We were successful in 

taking readings with the help of a temperature sensor and were 

able to supply power to the UVC lamp in which it sterilized the 

objects inside the unit when it was exposed for 2-3 minutes. 

And finally, the robot was able to move successfully with the 

help of Arduino and Bluetooth setup. 

  

Keywords— Robotics, Covid-19, telepresence, Arduino, 

Bluetooth,  IR, UVC. 

I. INTRODUCTION  

Medical prototype robot is an assistive robot; the need for 

this robot is to reduce the hospital staff workload such as 
doctors, nurses, cleaning staff and other services [1]. The 

services include delivering hospital documents to various 

departments, food and medicine to patients, blood samples 

to the laboratory and even checking the vital signs of 

patients, as shown in Fig. 1.  

 

This is a scenario-based robot specially designed for the 

Covid-19 (Coronavirus disease) pandemic as it ensures non-

contact support and assistance to patients to avoid the spread 

of the virus. Viruses such as COVID-19 become a threat to 

humankind’s health globally [2]. The wheels attached 
enables mobility and the UV-C (ultraviolet type C) 

sterilization unit ensures the disinfection of probes and small 

hand-handled device. Additional vital sign measurements 

include temperature sensing, which follows a non-contact 

infrared temperature sensor for body temperature 
measurement preferred in most hospitals [3]. Even though 

temperature measurement is the oldest method to diagnose, 

but it still plays a vital role as an indicator for diagnosing 

disease [4]. 

 
Several studies in recent years have investigated robots’ 

social acceptance in various close contact situations with 

humans. For instance, the deployment of robots in the 

healthcare workflow across the continuum of care goes from 

prevention, screening, and diagnosis to treatment and home 
care [5]. The Psychosocial Aspects in Robotics (PAIR) Lab 

aims to study psychological and social factors relevant to 

robots’ application, such as the views of stakeholders across 

the globe [6]. 
 
We designed this medical prototype robot based on the 

hospital's challenges in this pandemic situation of Covid-19. 

One of the most critical areas is really challenging inside the 

quarantine buildings or houses and isolation wards in 

hospitals [7]. As you can see from the Fig. 1, when we give 

inputs from the controlling device, our medical robot moves 

towards the patient and guides the patient accordingly. For 
instance, if we want to get the patient's temperature reading, 

the robot will go near and get the readings without any 

direct contact with the patient helping the doctors treat the 

patient accordingly. In this medical prototype robot, we also 

incorporated a UVC sterilization unit to sterilize small 

disposables or handheld devices. UVC light is widely used 

in healthcare facilities for disinfecting healthcare equipment, 

probes, surfaces, and operating rooms [8]. The ultraviolet 

light of wavelength 280 nm (nanometer) damages the DNA 

(deoxyribonucleic) and RNA (ribonucleic acid) of the virus 

and prevents them from multiplying further [9]. 
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Fig. 1. Basic diagram of medical prototype robot. 

 

II. MATERIALS AND METHODOLOGY 

 

A. Block Diagram 

Fig. 2 shows the overall connection from Arduino board to 

the IR temperature sensor, Bluetooth module, motor and 

battery. 

 

 It communicates with USART (Universal Synchronous 

Asynchronous Receiver Transmitter) at a 9600 baud rate. 

Using this Bluetooth, we can move the robot even without 

using Bluetooth beacons for wayfinding [10]. Bluetooth can 
be used only within some distance since the range for 

communication is of short-range [11]. 
 

The Arduino is used for debugging the code into the board 

for the mobility of the robot. It is also used to interface with 

the temperature sensor, where the code for the temperature 

measurement is debugged into the Arduino to measure the 

temperature based on the object as well as the ambient 

temperature.  

 

The sensor is powered from the Arduino, which is 3 volts, 
but since it has a regulator, it can be used with 5 volts, 

which will get regulated to 3 volts. 

 

 

 

The UVC is mainly used for disinfecting the probe to 

prevent contamination. UVC can be harmful when a person 

is exposed to it [12]. Therefore, the nurse has to carefully 

check that the patient keeps the probe inside the robot for 

the disinfection process. 

 

In the UVC sterilization unit, either we can use LEDs (Light 

emitting diodes) or lamps that produce UVC light. Power 

consumption is lesser in UVC LEDs when compared to 

lamps. Additionally, LEDs require a battery which makes 

them portable, while the UVC lamps have to be plugged 

into the power source. 

 

 

 

 

Fig. 2. The detailed block architecture of the system. 
 

The IR temperature sensor is mainly used to measure the 

body temperature of a patient, where it will be attached to 

the hand of the robot and for taking the measurements, the 

robot will have to move closer to the patient. An internal 

state machine controls the temperature sensor. 

 

 
Fig. 3. Block diagram of remote controlling. 

 

The movement of the robot is controlled with the help of the 

tablet, PC and laptop. The controlling device will be 

interfaced with Arduino in which the coding is fed into the 

Arduino and stack with the motor shield, as shown in Fig. 3. 
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Fig. 4. Flow chart for remote control movement. 

Fig. 5. Flow chart for temperature sensor. 

 

Fig. 4 shows the outlook of how the remote control 

movement works based on the Arduino code, where M1, 

M2, M3, M4 represent the four motors of the robot. The 

code first checks whether the input signal is either line or 
sidewise direction. If it is side direction, it again checks 

whether it is left or right direction and enables each motor to 

move either clockwise or anti-clockwise as shown in Fig. 4. 

In similar manner it checks for line direction and enables 

each motor to move either clockwise or anti-clockwise 

direction depending on input signals as shown in Fig. 4. Fig. 

5 shows the outlook of how the sensor works based on the 

Arduino code starting from sensor's initializing to the 

displaying of the reading taken by the sensor. And if the 

sensor takes the reading, it will display it and check whether 

the procedure is complete or not; if yes, then it will stop the 

procedure. 
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III. RESULT 

A. Temperature Sensor 

TABLE I. REAL TIME READINGS OF TEMPERATURE SENSOR 

 

Table I represents the sensor temperature readings taken 

from the forehead of the subject (sub) in which the sensor 

reading varies according to the distance between the sensor 

and the subject. At the same time, the clinical thermometer 

is measured from the underarm. Compared with the clinical 

thermometer, the sensor reading shows an error value of ± 3 

degrees Celsius. 

B. Ultraviolet Type C 

The UVC light is germicidal and could sterilize with an 

exposure time of 2 minutes. We know that the dose relates 

to the irradiance as shown in (1): 

 

H = E * t                                       (1) 

 

where H is the UV dose in joule per square centimeter 

(J/cm2), E is the irradiance in watt per square centimeter 

(W/cm2), and t is the time in seconds. Therefore, the 

exposure time for sterilizing the probes inside the box of 

dimension 25 x 20 x 18 centimeter with four lamps of 15 
watts each can be calculated by rearranging (1), 

 

t = H / E                                       (2)  
 

Taking UV dose to irradicate Covid-19 as 6600 J/cm2 and 

irradiance as 60 W/cm2, we get an exposure time of 110 

seconds approximately, 2 minutes [13]. Fig. 6 shows the 

setup of the ultraviolet type C sterilizing unit. 

 
Fig. 6. Ultraviolet type C sterilizing unit. 

 

 

 

C. REMOTE CONTROL ROBOT 

 

The Arduino based robot was able to move around 

successfully with the help of controlling devices (for 

example, phone, tab and laptop) wirelessly through the 

Bluetooth module. Fig. 7 shows the pin connections with the 

Bluetooth module of the remote control robot. Fig. 8 shows 

the front panel of the mobile app for controlling the robot. 

Fig. 9 shows prototype setup of the final remote control 

robot. 

 

 
Fig. 7. Pin connections with Bluetooth module of the remote control robot. 

 

 
Fig. 8. Mobile app for controlling the robot. 

 
Fig. 9. Prototype setup of the final remote control robot. 

No.  

of 

sub 

Sensor Reading at Different Distance (cm) Thermo-

meter 

Reading  

(oC) 

Error 

(oC) 1 

cm 

2 

cm 

4 

cm 

6 

cm 

8 

cm 

10 

cm 

1 32.97 32.85 28.45 27.67 26.55 26.21 35.09 2.12 

2 33.93 33.91 30.05 28.65 27.79 27.27 35.05 1.12 

3 32.75 31.41 29.43 26.24 25.16 24.13 36.09 3.12 

4 32.59 32.21 29.35 26.27 25.45 24.3 35.05 2.46 

5 33.21 33.15 28.95 26.35 25.35 25.53 35.03 1.82 

6 31.57 31.57 26.31 23.45 22.91 21.99 35.09 3.52 
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IV. DISCUSSION 

This prototype is an integration of 3 main features, that is, 
the temperature reading, UVC and robot movement. The 

temperature sensor we designed was a non-contact type in 

which we could successfully take the readings from 

different subjects. The sensor temperature reading was 

found to have an error of ±3 degrees Celsius difference from 

that of the clinical thermometer. It was observed that the 

sensor could give a precise reading only when it is less than 

3 cm away from the object that needs to be measured. In 

most of the existing designs, the temperature sensing robot 

has a drawback by entering the readings manually [14]. 

Ultraviolet type C has a wavelength from 100 to 280 nm, 

which was found to be more effective for sterilization of 

small handheld devices. The sterilization unit is 

incorporated into the robot without having a separate unit 

for sterilization. The UVC lamp could sterilize the probes 

inside the UVC unit. The existing designs of UVC robots 

only serve the purpose of sterilization while we have the 

sterilization unit incorporated inside the robot [15]. 

And finally, the robot could be moved remote controllably 

with the help of Bluetooth module with integrated features. 

But in most of the existing designs the robots are mainly 

used only for spillage cleaning and for delivering items but 

had no vital sign measurement unit or sterilization unit [16]. 

 

V. CONCLUSION 

This is a low-cost medical prototype robot that is designed 

using readily available components from the Indian market. 

This robot can help the nurse in this pandemic situation by 

gathering the temperature information (which is a vital 
signal used for screening the Covid-19 patients) and 

sterilizing small handheld devices to prevent the virus from 

spreading. In the future, more vital signs can be integrated 

with this system, such as SpO2; its probe can be easily 

sterilized using our inbuilt feature. 
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Abstract—Diabetes is the most commonly found chronic 

disease seen in many people of different age groups with poor 

insulin production, which causes high blood sugar. Diabetes, 

when left untreated, can lead to the development of several 

diseases across the body. Diabetic Retinopathy (DR) is an 

asymptomatic eye disease induced by diabetes that results in 

damaged retinal vessels. Many automatic diagnostic systems 

have been developed in the literature in which conventional 

handcrafted features were used. With the development of Deep 

Learning (DL), particularly in medical imaging, more accurate 

and potential results are produced, as it performs automatic 

feature extraction. Convolutional Neural Networks (CNNs) are 

the most widely used deep learning method in medical image 

analysis. In this paper, several Deep Learning-based diabetic 

retinopathy disease detection and classification techniques are 

analyzed and reviewed for better understanding. 

Keywords—Convolutional Neural Network (CNN), Deep 

Learning, Diabetes, Diabetic Retinopathy, Medical image 

analysis 

I. INTRODUCTION  

Diabetes is one of the highly prevalent global diseases, 
inducing adverse effects on various human parts, which 
shows micro or macrovascular changes. Nearly 382 million 
people were identified to be diagnosed with diabetes, and it 
may rise up to 592 million as per reports. Diabetes over 
period can lead to various ocular diseases such as Diabetic 
Retinopathy (DR), Glaucoma, Diabetic macular edema, 
Cataracts, and so on. Diabetic patients are greatly 
susceptible to DR which harms the retinal vessels, which in 
turn over period may cause complete vision loss. By proper 
screening and regular check-up, nearly 90% of patients can 
be diagnosed, and future consequences can be minimized. 
The massive problem lies here is that DR is mostly an 
asymptomatic eye disease which does not show unique 
symptoms until an end most stage is reached. However, 
manual inspections of retinal image features are difficult and 
demanding tasks. To overcome this problem, various 
automated diagnostic systems were developed in recent past, 
which supports ophthalmologists in examining retinal 
abnormalities.  

This paper is organized as: the section 2 provides a brief 
note on Diabetic Retinopathy, types and its symptoms. Deep 
Learning and CNN concepts are explored in section 3. In 
section 4, the literature survey has been done to get a clear 
knowledge on the existing research works. The section 5 

concludes the paper and section 6 provides a direction with 
the examined inferences. 

II. DIABETIC RETINOPATHY 

Diabetic patients widely suffer from Diabetic 
Retinopathy (DR), which mostly does not show visible 
symptoms at the earlier stage and may result in blindness. 
DR affects the eye sight and harms the blood vessels in and 
around the retinal area. The Normal retina and DR-affected 
retina are shown in Fig. 1 and Fig. 2 respectively.  

 

Fig. 1 . Normal Retina 

 

Fig. 2 . DR-affected Retina 

According to the morphological variations in the color 
fundus images, Diabetic Retinopathy has been categorized 
into two types, Non-proliferative Diabetic Retinopathy 
(NPDR) and Proliferative Diabetic Retinopathy (PDR). 

Macula 

Optic Nerve 
Blood vessels 

Abnormal blood vessels 

Hemorrhage 

Exudates 

Microaneurysms 

2021 IEEE Seventh International Conference on Biosignals, Images and Instrumentation, SSNCE, Chennai, ICBSII 2021-25th-27thMar’21 ISBN: 978-0-7381-4471-9/21

384

mailto:valarmathis313@gmail.com
mailto:vijayabhanu.r@gmail.com


Non-proliferative diabetic retinopathy (NPDR) happens to 
be a primary stage DR retinal disease which exhibits some 
of the symptoms such as,  

• Microaneurysms (MA) are one of the primary signs 
of DR, commonly found in the macular area, which 
emerges as red spots and less than 125μm in size 
having sharp margins. 

• Hemorrhages (HM) happen to be larger spots and 
greater than 125μm in size. Blot HM and Superficial 
HM are the hemorrhage kinds that happen owing to 
capillary leakages. 

• Hard exudates happen to be bright yellow spots in 
the macular area with sharp margins which occurs 
due to the plasma leakage. 

• Cotton wool spots or soft exudates happen to be 
white spots on the retinal region which occurs due to 
the swollen nerve fibre. 

Proliferative Diabetic Retinopathy (PDR) happens to be 
an advanced stage DR retinal disease which shows the 
following symptoms,  

• Neovascularization primarily happens in the PDR 
stage, where new abnormal vessels are developed at 
the optic disc or elsewhere in the retinal region. 

• Vitreous hemorrhage - The abnormal retinal vessels 
may proliferate inside or around the vitreous body. 

III. DEEP LEARNING 

Deep Learning (DL) has become a robust and more 
powerful weapon which acts as a subset of Machine 
Learning (ML) and an optimal technique to the ML. Deep 
Learning model consists of a hierarchical-based architecture 
with a multilayered structure. In medical image analysis, DL 
plays a dominant role in classifying, localizing, segmenting, 
and detecting medical images. In Diabetic Retinopathy 
disease detection and classification, DL provides more 
impressive and potential results with several methods. Few 
DL-based methods are Convolutional Neural Networks 
(CNN), Deep Boltzmann Machines (DBM), Auto encoders, 
Deep Neural Networks (DNN), Recurrent Neural Networks 
(RNN), Deep Belief Networks (DBN), and Generative 
Adversarial Networks (GAN). More number of training data 
increases the model performance as both low, and high-level 
features are automatically extracted and learned. 
Convolutional Neural Networks (CNNs) are globally used 
by many researchers in medical imaging than other DL 
methods. The CNN architecture contains three common 
layers: convolutional layers, pooling layers, and fully 
connected layers.  

 

 

As per researcher’s requirement, CNNs size, layers, and 
filter count can vary. In the convolutional layers, several 
filters integrate to extract the image features in order to 
produce feature maps. Secondly, in the pooling layers, the 
dimensions of the feature maps are reduced frequently using 
the average or max-pooling method. Thirdly, fully 
connected layers are used, which produces the overall image 
feature set. Lastly, the classification is done by any of the 
two activation functions, sigmoid (binary classification) and 
softmax (multi-classification). In common, the DL-based 
DR detection and classification tasks can be performed, as 
shown in Fig. 3. Initially, the data can be acquired, 
preprocessed to enhance the image details, augmentation 
can be performed if required when the data samples are less. 
Then, the data can be fed into the model that extracts the 
image features and classify them based on the severity 
levels. 

IV. LITERATURE SURVEY 

Many DL-based automatic DR detection systems were 
developed in the recent times. Some of the existing research 
works have been discussed in this section. 

Zago et al. [1] developed a method where 2 CNNs (pre-
trained VGG16 and CNN) were used to diagnose Diabetic 
Retinopathy or non-DR fundus images according to the 
probability of lesion patches. DIARETDB1 dataset was used 
for training. IDRiD, Messidor, Messidor-2, DDR, 
DIARETDB0, and Kaggle dataset were used for testing 
purposes. The Messidor dataset achieved best results with a 
sensitivity of 0.94 and an AUC of 0.912. 

Jiang et al. [2] developed a model where 3 CNNs 
(Inception-v3, ResNet152, and Inception-ResNet-v2) were 
utilized to classify the fundus image dataset as referable DR 
or non-referable DR. Prior to CNN training, the images 
were resized, enhanced and augmented, and then Adaboost 
technique were used to integrate. Adam optimizer was used 
for updating the network weights and the system has 
achieved 88.21% of accuracy and AUC of 0.946. 

Wang et al. in [3] have used 3 separate CNNs (pre-
trained VGG16, AlexNet, and Inception-v3) to determine 
the five-stage DR using the Kaggle fundus dataset and the 
performance comparison of the individual CNNs are done. 
The fundus images were resized to various sizes for all 3 
pre-trained models and produced an accuracy of 63.23%, 
50.03%, and 37.43% in Inception-v3, VGG16, and AlexNet 
respectively. Some of the pros and cons of the DR detection 
and classification methods are presented in Table I. 

 

 

 

 
 
 

 

Fig. 3 . DR detection and classification process using DL method 
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TABLE I. Pros and Cons of DR detection and classification methods 
 

DL Method & Ref. Datasets used Pros Cons Performance metrics 

CNN [5] Messidor-2 

(1748 images) 

o IDX-DR was integrated 

with  CNN 

o They examined mild-

DR images as no-DR 
o The five DR levels 

were not determined 

o AUC: 0.980 

o Specificity: 87.0% 
o Sensitivity: 96.8% 

CNN (Custom, 

AlexNet, VGG-16, 

SqueezeNet) [6] 

 

Messidor  

(1200 images) 

o The images were 

preprocessed by 

applying Histogram 
Equalization (HE) and 

other techniques. 

o 4 CNN architectures 
have been proposed 

o To assess the work, 

only one dataset used 

o No DR lesions were 
determined 

o Accuracy: 98.15% 

o Specificity: 97.87% 

o Sensitivity: 98.94% 

CNN (AlexNet, 

ResNet, GoogLeNet, 

VGGNet) [7] 

Kaggle (35,126 

images) 

o Transfer learning was 

used to reduce the 

training time 
o The FC layer and 

hyperparameter alone 

was tuned  
o VGGNet produced best 

results 

o To assess the work, 

only one dataset used 

o No DR lesions were 
determined 

For VGGNet, 

o AUC: 0.9786 

o Accuracy: 95.68% 
o Specificity: 97.43% 

o Sensitivity: 90.78% 

CNN (pre-trained 

AlexNet) [8] 

1. Training - 

Kaggle 

2. Testing – 
IDRiD 

o The AlexNet and 

handcrafted features are 

integrated 

o To assess the work, 

only one dataset used 

o No DR lesions were 
determined 

o Accuracy: 90.07% 

R-FCN [9] 1. Messidor 

2. Private dataset 

o Feature pyramid network 

and 5 region proposal 
networks have been 

included to improve R-

FCN method 

o To assess the work, 

only one dataset used 
o No exudates detected, 

only HM and MA are 

detected 

Sensitivity 

o Messidor: 92.59% 

o Private dataset: 
99.39% 

 

 

Pratt et al. [4] developed a method where CNN was used 
with 10 convolutional layers, 8 max-pooling layers, 3 fully 
connected layers, and a softmax classifier to classify the 
Kaggle fundus images into 5 classes based on the DR 
severity levels. The color fundus images are normalized, 
and resized. In order to reduce overfitting, L2 regularization 
and dropout methods were used. The model has produced 
95% specificity, 75% accuracy, and 30% sensitivity.  

Hua et al. [10] extracted the retinal blood vessels in the 
DRIVE dataset images. The author has used a ResNet-101 
pre-trained network to choose 4 feature maps, and the 
individual feature maps were integrated to produce a single 
map. The fundus images were augmented before CNN 
processing. The best feature maps were combined to 
achieve an accuracy of 0.951, a sensitivity of 0.793, AUC of 
0.9732, and a specificity of 0.9741.  

Wu et al. [11] developed a CNN, for extracting the 
retinal blood vessels from 3 standard datasets: STARE, 
DRIVE, and CHASE. The RGB images were converted into 
grayscale images, normalized, augmented, and the image 
contrast has been enhanced using CLAHE in the 
preprocessing phase. CNN built of encoder-decoder 
structure, which consists of convolutional, normalization, 
concatenation, dropout layers, and skip connections. The 
model has achieved 98.75%, 98.30%, and 98.94% AUC, 
and an accuracy of 96.72%, 95.82%, and 96.88% for the 
STARE, DRIVE, and CHASE databases respectively. 

Oliveira et al. [12] developed a complete CNN model 
which extracts the blood vessels from the DRIVE, STARE, 
and CHASE_DB1 datasets. The color fundus images were 

preprocessed initially. After green channels extraction, 
Stationary Wavelet Transform (SWT) was applied and the 
dataset images are normalized. Finally the patches were 
extracted and it was augmented prior to CNN processing. 
The model has achieved AUC of 0.9821, 0.9905, and 
0.9855 in DRIVE, STARE, and CHASE_DB1 databases 
respectively. 

Chudzik et al. [13] developed a CNN model which 
consists of 18 convolutional layers, batch normalization 
layers, 3 max-pooling layers, and up-sampling layers, with 4 
skip connections. The author has worked with 3 datasets: E-
ophtha, DIARETDB1, and ROC to determine 
microaneurysms from the fundus images. The color images 
were preprocessed prior to CNN processing. The green 
planes are extracted, cropped, resized, to produce a mask, 
Otsu thresholding has been applied and morphological 
functions are used to achieve a ROC of 0.355. 

Wang et al. [9] developed a model that detects exudate 
lesions (hard) by integrating the handcrafted features with 
the CNN features using Random Forest (RF) classifier in 
HEI-MED and E-ophtha datasets. The preprocessing 
consists of following operations: cropping, normalizing, 
performing morphological operations, and thresholding 
(dynamic) have been used to determine the candidates. The 
CNN was made using 3 convolutional and pooling layers, 
and one FC layer has been used to determine the features. 
The model has produced an AUC of 0.9323 and 0.9644, and 
a sensitivity of 0.9477and 0.8990 in HEI-MED and E-
ophtha databases, respectively. 
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Yan et al. [14] developed a method with 2 CNN 
architectures (U-net and improved LeNet) to detect DR 
lesions from the DIARETDB1 database images by 
integrating the traditional handcrafted features, and the 
improved LeNet features using RF classifier. The green 
channels were cropped, CLAHE was used to enhance the 
image contrast, Gaussian filter has been used to remove the 
noise, and the morphological operations also performed in 
the preprocessing phase. To segment the blood vessels, U-
net architecture was used, and the LeNet architecture has 
been improved with 4 convolutional layers, 3 max-pooling 
layers, and a fully connected layer to produce 48.71% 
sensitivity, when detecting red lesions.  

Zhang et al. [15] proposed an automatic system called 
DeepDR that used an ensemble of Pretrained networks, 
Resnet and Inception V3. It has achieved an AUC of 97.7%, 
sensitivity of 97.5% and specificity of 97.7%.  

V. CONCLUSION 

Automated Diabetic Retinopathy detection systems are 
cost-efficient; it reduces the detection time that helps 
ophthalmologists in diagnosing retinal abnormalities and 
timely treatment can be provided to avoid future 
consequences. These DR detection systems play a key role 
in diagnosing diseases more accurately. Initially, in this 
paper, Diabetic Retinopathy, DR types, and symptoms are 
discussed. Deep Learning and CNN concepts were 
explored. In the literature survey, some of the state-of the-
art techniques were reviewed. In most of the research 
works, CNNs have been used for its ability to provide more 
potential results and its efficiency, which outperform the 
other methods. More work to be done on this part to 
overcome all the drawbacks and to improve performance of 
the system. 

VI. FUTURE DIRECTIONS 

Some studies in the literature have proposed that while 
combining the conventional handcrafted and CNN-based 
features, the system performance has been improved. In 
future, CNN variants can be combined to extract more 
relevant and salient image features which eventually 
increase Diabetic Retinopathy detection and classification 
rate. 
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Abstract— Eye is a fundamental sensory organ and any 

disease in eye will severely affect the sensory signal evaluation 

and conclusion making capability of the brain. The Choroidal-

Neovascularization (CNV) is one of the harsh eye diseases in 

which a new blood-vessel grow from the choroid. Usually, the 

major cause of CNV is due to wet Age-Related-Macular-

Degeneration (ARMD) and the formed new vessel will cause a 

leak in fluid which makes the retinal wet. The untreated CNV 

will lead to vision loss. In this research, detection of CNV using 

Optical-Coherence-Tomography (OCT) is presented using 484 

images (242 Healthy and 242 CNV). In this work, a Machine-

Learning-Scheme (MLS) is developed to examine the resized 

OCT of 256x256 pixels and the stages of this MLS includes; 

pre-processing, feature extraction, Mayfly-Optimization-

Algorithm (MFA) based feature reduction, and two-class 

classification. The experimental outcome of this technique 

confirmed that the Fine-Gaussian-SVM (SVM-FG) classifier 

helped to accomplish an improved classification accuracy 

(>92%) compared to the alternative classifiers of this study. 

Keywords— OCT image, Choroidal-Neovascularization, 

Retinal OCT, Mayfly-Optimization-Algorithm, Classification. 

I. INTRODUCTION  

In human physiological system, a considerable number of 
sensory organs are available to accumulate the crucial 
information from the environment and these signals are 
collected and processed by the Central-Nervous-System 
(CNS) for assessment and decision making. Among these 
sensory organs, the eye plays a vital role to exchange the 
light into visual information and the illness in eye will 
severely affect the whole decision making process of the 
brain. 

In humans, the disease in eye is due to; (i) Ageing,                 
(ii) Infection and (iii) Accident. The untreated eye disease 
will lead to a lot of troubles, including loss of vision. Hence, 
a number of procedures are supported for the clinical level 
examination of the eye. 

The common examination procedures followed in eye 
centres includes; (i) Visual check by a skilled 
ophthalmologist, (ii) Fundus image supported examination 
[1-4], (iii) Fluorescein-angiography [5] and (iv) Optical-
Coherence- Tomography (OCT) [6-8]. All these approaches 
are non-invasive imaging procedures and check/record the 
essential section of the eye for the disease detection and 
treatment planning task. 

In the proposed research, the retinal images recorded 
with OCT is considered for the assessment and this approach 

records the essential section of the retina using cross-
sectional imaging; which further supports the cross-sectional 
and longitudinal studies [9, 10]. The initial OCT scanner was 
invented in 1996 and the modern version of the OCT scanner 
was released in 2001 [11]. This technique is very efficient in 
capturing the retinal layers with specified thickness and the 
assessment helps to achieve a better result on a class of 
retinal images, which cannot be diagnosed using the 
conventional fundus-pictures.  

The proposed research implemented a conventional 
Machine-Learning-Scheme (MLS) to classify the considered 
OCT images into healthy/CNV class. The various stages 
involved in the proposed technique includes; (i) Collection of 
the essential images for the assessment, (ii) Implementing 
image resizing to regularize the picture dimension, (iii) 
Image pre-processing to enhance the features, (iv) Extraction 
of handcrafted features, such as GLCM, Hu moments and 
LBP, (v) Feature reduction with Mayfly-Optimization-
Algorithm (MOA) and (vi) Two-class classifier working and 
justification.  

This effort is executed using the MATLAB software and 
the important images (484 numbers) are collected from [12]. 
The existing image with dimension 512x496 is reduced to 
256x256 pixels to reduce the complexity in the assessment. 
The resized image is evaluated with two pre-processing 
method; (i) Saliency based enhancement, morphological 
segmentation and feature extraction using GLCM and HU, 
and (ii) LBP with Global weight parameter. The features 
extracted from each technique are separately selected with 
MOA and the reduced features are serially concatenated and 
used to prove the performance of executed MLS.   

The overall performance of any MLS depends on the 
final outcome and in this research; a two class classification 
is implemented and the results attained with the Fine-
Gaussian-SVM is good compared to other SVM and 
Decision-Tree (DT) variants considered in this research. The 
main contribution of this research includes; (i) implementing 
the chosen handcrafted-feature extraction, (ii) MOA based 
feature reduction and (iii) two-class classification with SVM 
and DT variants. For every approach, a 5-fold cross 
validation is executed and the finest value among these trials 
is chosen as the best outcome.  

Other parts of this research is pre-arranged as below;  
Section 2 shows the context, Section 3 presents the 
methodology, Section  4 and 5 illustrates investigational 
results and conclusion of this research. 
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II. CONTEXT 

Assessment of the retinal abnormality is a significant task 
to detect and cure various retinal abnormalities. The fundus-
picture supported retinal abnormality assessment is widely 
addressed to identify a class of retinal diseases. The earlier 
research also confirms the need of fundus-pictures to 
appraise the eye abnormalities using various image assisted 
techniques [1-4, 13, 14]. 

The retinal OCT is one of the new imaging modalities, 
widely in use from the year 1996 and this modality helps to 
evaluate various retinal abnormalities with better accuracy 
and hence, most of the clinical study suggests the need for 
the retinal OCT assessment [11]. Further, this technique will 
help the ophthalmologist in evaluating the various layers of 
the retinal layers and the optic nerve section in a live eye.  

The work of Lake et al. [9] measured the retinal shape 
irregularity using the retinal OCT. Alamouti and Funk [10] 
presented a research to confirm the reduction in retinal 
thickness based on age. Drexler and Fujimoto [15] presented 
a detailed assessment procedure for the OCT appraisal. 
Drexler and Fujimoto [16] presented a detailed examination 
and identification of various section in retinal OCT picture. 
Bogunović et al. [6] presented a work on OCT fluid 
detection using the benchmark image database. The work of 
Pekala et al. [17] presented the Deep-Learning (DL) 
supported segmentation of retinal layer from the OCT image. 
Kermany et al. [8] presented a DL scheme to classify the 
OCT into various classes and their database is publicly 
shared to promote the OCT related research work.    

This research aims to implement a MLS scheme to detect 
the CNV from the considered OCT images of Kermany et al. 
[8] with improved accuracy.  

III. METHODOLOGY 

The aim of the research is to develop a suitable MLS to 
detect the CNV from the retinal OCT image. The proposed 
MLS is illustrated in Figure 1. Initially, the collected images 
are resized into 256x256 pixels and the converted imagery 
are then considered for the assessment. The proposed MLS 
scheme is having two OCT examination pipeline; (i) To 
extract the OCT section to detect the GLCM and Hu 
moments and, (ii) Detection of the LBP features from the 
enhanced images. The features of this pipeline are separately 
reduced using the MOA and the reduced features are serially 
combined based on the feature rank and then a classification 
process is executed using a 5-fold cross-validation. 

 

Fig.1. The structure of the proposed CNV detection system 

The greatest outcome achieved with the 5-fold cross 
justification is then used as the final result which helps to 
categorize the considered retinal OCT into healthy and CNV 
class.  

A Image Database 

The test pictures considered in this research are collected 
from [12]. This dataset consist the test images with a 
dimension 512x496 pixels and during the assessment, every 
test picture is resized to 256x256 pixels and the sample 
images considered in this work is depicted in Figure 2 and 
Table 1.   

 

Fig.2. Sample trial images of healthy and CNV class 

TABLE I.  CONSIDERED RETINAL OCT IMAGES FOR RESEARCH 

Image 
class 

Dimension 
Modified 

size 

Retinal OCT 

Total Training Testing 

Healthy 512x496 256x256 242 200 42 

CNV 512x496 256x256 242 200 42 

 

Table 1 depicts the information on the test pictures 
considered in this research for training and testing the 
proposed MLS.  

B. Image pre-processing 

This part of the research presents both the pre-processing 
pipelines separately. 

1. Saliency Enhancement and Morphological Segmentation 

The saliency technique helps to enhance the essential 
information (image pixel with better intensity) in the 
considered test image and after the enhancement; the 
segmentation of the retinal layer is extracted using the 
morphological segmentation scheme. The earlier works 
shows the information on saliency scheme and 
morphological segmentation [18-20]. The proposed pipeline 
is an automatic segmentation procedure and mines the retinal 
layer (binary image) for further assessment.  

The GLCM and Hu moments are extracted from the 
binary form of the retinal OCT and the extracted features are 
presented in Eqns. (1) and (2) and the total features extracted 
are shown in Eqn. (3) ;   

)25,1(GLCM, ... ,)1,1(GLCM(1x25) LCMGF   (1) 

)7,1(Hu, ... ,)1,1(Hu(1x7)u HF    (2) 

(1x7)u HF(1x25) LCMGF(1x32) otalTF   (3) 
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A feature reduction process is to be implemented to 
reduce the features in order to avoid over fitting problem 
during the automated detection [21-23].  

2. Global Weighted LBP supported Enhancement 

The second pre-processing pipeline involves in the 
creation of the LBP images with varied weights (W=1,2,3,4) 
and from every image, 59 LBP features are extracted as 
depicted below. For each test image, the number of LPB 
features extracted will be; 59x4=236 features and this is 
depicted in Eqn. (4) ; 

(1x59) BP4LF(1x59) BP3LF

(1x59) BP2LF(1x59) BP1LF(1x236) BPLF




(4) 

 
In this work, feature reduction process is to be employed 

to reduce the existing features to a lower value. 

D. MOA based feature reduction 

In this research, the dominant feature vector is selected 
using the recently developed Mayfly-Optimization-
Algorithm (MOA) [24]. The MOA is a hybrid heuristic 
procedure; invented by integrating the best features of 
Firefly, Particle-Swarm and Genetic-algorithm [24, 25]. The 
concept of the MOA is simple and having various stages as 
depicted in Figure 3. 

 

 
(a) Stage1 

 
(b) Stage2 

 
(c) Stage3 

Fig.3. Different stages existing in MOA  
(a) Initialization of the MOA with chosen male- and female-Mayfly,           

(b) Finding the optimal value by the male mayfly, and (c) Finding the best 
male Mayfly by female-Mayfly and offspring generation 

 
The working mechanism of the MOA is similar to the FA 

and the task of the Mayfly is to find the optimal solution for 
the chosen problem based on the assigned cost value. All the 
Mayflies in the considered MOA will follow the Levy flight 
search strategy as existing in the FA algorithm [26].  In this 

work, the MOA is employed to reduce the considered image 
features presented in Eqn. (3) and Eqn. (4) and after the 
feature reduction, the reduced features are serially combined 
based on the rank as discussed in the earlier work [22]. 

 
Fig.4. MOA based feature reduction implemented for LBP features 

 

Figure 4 depicts the feature selection implemented to 
select the optimal LBP features from the initial feature vector 
of dimension 1x236 features. During this process, the MOA 
computes the Hamming-distance between the healthy and 
CNV features based on the distance; which provided the 
reduced features with dimension 1x44. Similar procedure is 
employed for the GLCM and Hu and a reduced feature value 
of 1x13 is attained. After finding the optimal features, a 
feature ranking and serial concatenation is implemented to 
get the final feature vector of dimension 1x57 ((1x44) + 
(1x13)) is attained and these features are then used to 
evaluate two-class classifier employed. The MOA is 
initialized as; number of agents = 30, search dimension = 
number of features to be selected, objective value = maximal 

Hamming-distance, maximum iterations (
max

Iter ) = 5000 

and terminating criteria = 
max

Iter . 

E. Classification and Validation 

Classification is the final stage in the proposed MLS and 
in this works the MOA optimized handcrafted features are 
adopted to test the presentation of the implemented 
classifiers. In this scheme, the SVM modification such as, 
linear (SVM-L), quadratic (SVM-Q), cubic (SVM-C), Fine 
Gaussian (SVM-FG), Medium Gaussian (SVM-MG), Coarse 
Gaussian (SVM-CG) are initially considered and later the 
Decision-Tree variants, such as Coarse Tree (CT), Medium 
Tree (MT) and Fine Tree (FT) are also considered and the 
results are presented [18]. 

The performance of proposed MLS is authorized via 42 
trial images and the performance of proposed structure is 
validated by computing the crucial performance-values (PV), 
such as True-Positive (TP), True-Negative (TN), False-
Positive (FP) and False-Negative (FN), From these PV, 
additional measures, such as accuracy (AC), precision (PR) 
sensitivity (SE), specificity (SP) and F1-Score (FS) and 
based on these values, the performance of the developed 
MLS is confirmed. 

IV. RESULT AND DICUSSION 

This sector shows the investigational result attained using 
the MLS for the retinal OCT dataset and this work is 
executed using the MATLAB software.  

The proposed technique is implemented using the retinal 
OCT images of healthy/CNV class and the sample picture is 
depicted in Figure 5. In this figure, the change in retinal layer 
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can be seen in the CNV case compared to the healthy class 
OCT. The initial task in the MLS is to segment the retinal 
fragment from the OCT using the preferred segmentation 
practice.  

Figure 6 depicts the segmentation process implemented 
to extract the retinal layer. Fig 6(a) and (b) depicts the 
chosen test picture and the saliency assisted enhancement, 
Fig 6(c) and (d) depicts the morphological enhancement and 
the segmentation of the retinal region from the chosen test 
image respectively. Fig 6(d) is then considered to extract the 
GLCM and Hu moments from the binary part of the image. 

 

Fig.5. Variation in retinal layer of healthy/CNV class OCT picture 

 

Fig.6. Segmentation result attained using the first pre-processing pipeline 

(a) Trial picture, (b) Saliency based enhancement of retinal region,             

(c) Morphological enhancement, (d) Extracted binary picture 

 

Figure 7 presents the LBP enhanced retinal OCT for 
various weighting parameters and from these images, it is 
clearly seen that the change in weights will improve the 
visibility of the retinal pattern. Fig 7(a) to (d) depicts the 
attained LBP pattern for various weights, such as W=1 to 4 
respectively. The related change in the LBP histogram is 
depicted in Figure 8, in which Fig 8(a) and (b) shown the 
histogram for healthy and CNV class images, respectively. 

 
Fig.7. LBP enhanced retinal OCT picture for various weights 

(a) to (d) denotes the LBP for W=1 to 4 

 

These LBP patterns are then considered to extract the 
LBP features of dimension 1x59 from each image and helped 
to achieve a feature vector of dimension 1x236 from all four 
images [27].  These features are reduced using the MOA and 
the reduced feature with dimension 1x57 is then used to train 
and authorize the considered two-class classifiers using a 5-
fold cross validation process.  In this work, various 
classifiers are considered for the assessment and the best 
result attained among the 5-fold cross justification is chosen 
as the final result as depicted in Table II. 

 
Fig.8. The LPB histogram pattern                                                                     
(a) Healthy class, (b) CNV class 

TABLE II.  PERFORMANCE VALUES ATTAINED WITH TWO-CLASS 

CLASSIFIERS 

Method TP FN TN FP 
AC 

(%) 

PR 

(%) 

SE 

(%) 

SP 

(%) 

FS 

(%) 

SVM-L 37 5 34 8 84.52 82.22 88.09 80.95 85.06 

SVM-Q 34 8 40 2 88.09 94.44 80.95 95.24 87.18 

SVM-C 38 4 37 5 89.28 88.37 90.47 88.09 89.41 

SVM-FG 38 4 40 2 92.86 95.00 90.47 95.24 92.68 

SVM-
MG 

39 3 38 4 91.67 90.69 92.86 90.47 91.76 

SVM-CG 38 4 39 3 91.67 92.68 90.48 92.86 91.57 

CT 37 5 40 2 91.67 94.87 88.09 95.24 91.36 

MT 39 3 37 5 90.47 88.63 92.86 88.09 90.69 

FT 40 2 36 6 90.48 86.96 95.24 85.71 90.90 

 

 

Fig.9. Glyph-diagram to represent the overall performance 

Figure 9 presents the overall performance of the chosen 
classifiers and from Table II and Fig 9, it can be noted that 
the classification performance attained with the SVM-FG is 
better compared to other methods. 

In the proposed work, only limited images are considered 
for the assessment (242 images per case) and in future, the 
number of images can be increase to further improve the 
classification accuracy of the proposed MLS. The 
performance of the MLS can be confirmed with a chosen DL 
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method. Further, the main future scope of this study include 
the replacing the considered MOA with the recently invented 
Red-Fox-Optimization [28] method to optimize the 
handcrafted feature value. 

V. CONCLUSION 

Examination if the eye is essential for the elderly people 
and the age related eye disease needs to be accurately 
diagnosed to fix the vision problem. A MLS framework is 
planned to examine the CNV class retinal abnormality using 
the retinal OCT images.  In this work, two different image 
pre-processing pipeline is applied to improve the trial image 
and to extract the features, such as GLCM, Hu and LBP and 
the collected features are optimized using the MOA. The 
optimized features (1x57) is then considered to test and 
validate the two-class classifier and the attained result of this 
study substantiate that the MLS with SVM-FG classifier 
helped to achieve a better accuracy (>92%) contrast to other 
techniques. 
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Abstract. Data mining is the action of searching the large 

existing database in order to get new and best information. In 

this paper Feature selection which is a part of Data mining is 

performed to do classification. We propose a technique to get 

the optimized feature selection to perform classification using 

Meta Heuristic algorithms. We applied new and recent 

advanced optimized algorithm named Whale Optimization 

algorithm on UCI datasets that showed comparatively equal 

results with best performed existing firefly but with less 

number of features selected. The work is implemented using 

JAVA and the Medical dataset (UCI) has been used. 
Classification is done using J48 classifier in WEKA tool. We 

demonstrate the comparative results of the presently used 

algorithm with the existing algorithms like Ant colony, 

Firefly, Cuckoo Search and Harmony Search thoroughly. 

Index Terms: Optimization, Meta-heuristic, f-Measure, 

Complexity. 

1. Introduction 
Data Mining [1] is the way of searching important 

information from the huge present all over in the 

repository. Data Mining falls in to two ways namely 

Association and Classification analyzing methods.  

Optimization algorithm provides a systematic way of 

developing and leveling new solutions to gain an 

optimal result. The optimization process must only be 

used in those problems where there is a specific need 

of accomplishing a quality or a competitive work. It is 

expected that the solution obtained through an 

optimization method is better than other results in 

terms of the selected objective. 

This paper shows the Bat algorithm and Modified Bat 

algorithm accuracy rates when compared to existing 

algorithms namely Firefly, Cuckoo search and 

Harmony Search algorithms that showed almost equal 

results of the best accuracy rates in existing work. 

There are various applications with respect to data 

mining and optimization techniques in different fields. 

This method proves the better analysis which gives the 

best results and improved accuracy. The following are 

the different field of applications.   

1. Network Security 

2. Computer Vision and Processing 

3. Nature Inspired fields. 

4. Medical Fields 

5. Transition Probabilities for Radio Systems 

6. Intrusion Detection 

7. Education 

8. Financial Banking 

 

2. OVERVIEW ON DATAMINING 
Data mining process involves the following stages.    

a) Problem Definition.   In this stage the analysis of 

the problem in the business problem is done and tries 

to get the clear idea of the problem to be solved. This 

takes some time to make an exact definition of the 

problem and it does not require any data tools. 

b) Exploration of Data.   In this stage data is explored 

by identifying quality problem to understand the 

metadata meaning. It is next level of problem 

definition stage which frequently exchanges the data. 

 c) Preparation of Data.   In this stage data model is 

built after the exploration of data. Data is collects, clear 

the unwanted data and arrange the data in a format like 

tables and records. 

d) Data Modeling.   At this stage after preparation of 

information, different mining functions are applied to 

the same kind of data. A high quality of mining model 

is prepared based on the changes in the parameters 

until we get optimal data model. Finally the good 

quality model is built and evaluated. 

 e) Evaluation of the Model.   In this stage the 

evaluated model is checked and tested whether the 

quality is good or not and objective is satisfied or not? 

f) Deployment.  In this stage after the evaluation of 

data, the exporting of the data is done and the results 

are checked into database tables.  

 

2. Algorithms 
2.1-FIREFLY ALGORITHM:   
Firefly Algorithm (FA)[9] being a Nature Inspired 

algorithm works based on flashing nature of the 

fireflies. The main reason for its flash is to move as a 

system which provides signal to absorb the other 

fireflies towards itself. The algorithm was implemented 

to perform Feature Selection (FS) for Image Processing 

and Eigen Value Optimization problem along with 

other related domains and has been performed so that 

better results are obtained. In order to achieve best 

optimal feature subset increases the predictive accuracy 

of the classifier. In this algorithm, along with 

considering the brighter firefly to obtain the predictive 

accuracy of the dataset we have also considered a 

comparatively brighter firefly and the predictive 

accuracy of that method have also been calculated. 

 Choosing a Brightest Firefly 

 Choosing a Comparatively Brighter Firefly 

It includes previously chosen firefly solution and the 

newly selected brighter firefly solution in our 

computation. The latest solution is found by solving 

the below formulation 

𝑵𝒆𝒘 𝑿𝒊 =  𝑿𝒊 +  𝜷𝟎 𝐞𝐱𝐩 (−𝜸(𝒓𝒊𝒋)
𝟐

) (𝑿𝒊 − 𝑿𝒋) +

 𝜶𝜺𝒊  

Where,                                  

Parameter Settings of Firefly Algorithm 

𝑿𝒊 

The solution pointed by the current firefly 

(Classification Accuracy) 
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𝑿𝒋 

The solution pointed by the brightest 

firefly (First Method) 

The solution pointed by the comparatively 

brighter firefly (Second Method) 

𝜷𝟎 Between 0 and 1 

𝜸 Between 0.1 and 10 

𝒓𝒊𝒋 Distance is fixed to 1 

𝜶 

Parameters selected within the range [0,1] 

randomly 

 

2.1 EXISTING WORK ALGORITHM-

CUCKOO SEARCH ALGORITHM:   

 

Cuckoo Search Algorithm (CSA) [10] being idealized 

by its breeding behavior was tested on engineering 

optimization and embedded design problems. The 

results being obtained by this algorithm for engineering 

optimization problems are quite convincing in its 

results. Hence forth, Cuckoo Search Algorithm for FS 

is implemented. In this Cuckoo Search Algorithm 

addition of three constraints such as Eviction, Abandon 

and Survival is done. This type of method uses its 

historical memories for the location and status of the 

eggs being laid by the cuckoos. 

This Algorithm Mainly Concentrates On Replacing 

Not Good Nests With The Potentially Good Nests. The 

position of the egg replaces the position of the random 

new eggs in another nest in three cases. If the eggs 

have been evicted, if the cuckoos abandon the nest or if 

the eggs have been hatched resulting to its survival. 

 Hatching of eggs – Survival of the Cuckoo 

 Abandoning the nest – Host bird abandons its 

nest and migrates to some other place to build 

another nest. 

 Evicting the eggs – The host bird throws the 

cuckoo bird’s eggs. 

Equation has been used as the main formula for the 

computation of Cuckoo Search Algorithm. 

𝑭𝒊𝒋 =
{(∝[𝑰𝒊(𝒏𝒆𝒙𝒕)−𝑰𝒊(𝒃𝒑)])∗ 𝒊𝒕𝒆𝒓}

𝒎𝒂𝒙𝒄𝒖𝒄𝒌𝒐𝒐
  

Where,                                 Parameter settings for 

Cuckoo Search Algorithm 

𝑭𝒊𝒋 
Fitness function used to find the alpha 

value of the cuckoo 

𝑰𝒊 (next) 

Accuracy of the cuckoo bird being 

selected 

𝑰𝒊 (𝒃𝒑) Accuracy of the host cuckoo bird 

Iter Fixed to 1 

∝ Between 0 and 4 

Maxcuckoo 

Maximum number of cuckoos in a 

particular dataset 

 

 3.3 EXISTING WORK ALGORITHM-

HARMONY SEARCH ALGORITHM: 

The underlying principle behind this HSA algorithm 

[11] is has been that this algorithm might face the 

search on the grounds of Pitch, Amplitude and Timbre 

producing a perfect harmony. The initial random 

solutions that are considered may be far away from the 

feasible solutions. To get closer to the feasible and 

promising solutions, the exact solutions can be 

obtained by choosing only the amplitude of the tone. 

In this method, the best accuracy of Tunes is found 

with the frequency value of Tunes which varies with 

time (t) and computation is done for the new solution. 

In HSA, Individual music player (variable which takes 

decision) runs a bit of music (value) which finds the 

best harmony (global optimum) at the last. Based on 

the Lambda value two constraints will be considered.   

Noise (high pitch) and Melody (low pitch).  

Equation has been used as the main formula for the 

computation of Amplitude in Harmony Search 

Algorithm                                   

𝝀 =  
𝑪

𝒉𝒊[𝒏𝒆𝒙𝒕]∗ 𝒉𝒊[𝒎𝒖𝒔𝒊𝒄]
                  

Where,                Parameter Settings for Harmony 

Search Algorithm 

𝝀 
Lambda Value 

(Amplitude) 

C Velocity of Light 

𝒉𝒊[𝒏𝒆𝒙𝒕] 
Accuracy of newly 

selected tune 

𝒉𝒊[𝒎𝒖𝒔𝒊𝒄] 

Accuracy of the existing 

tune that needs to be 

compared with the new 

tune 

 

4. Proposed work Algorithm- Whale 

Optimization Algorithm   
The whale optimization algorithm (WOA) is a novel 

meta- heuristics algorithm and it is a population based 

method. The main concept of the Whale optimization 

algorithm (Encircling prey) is about Humpback whales 

a. Encircling prey b. Exploitation phase: (bubble-net 

attacking method).  c. Exploration phase: search for 

prey.  

a. Encircling prey: 

The Humpback whales know the location of prey and 

encircle them. They consider the current best candidate 

solution is best obtained solution and near the optimal 

solution. After assigning the best candidate solution, 

the other agents try to update their positions towards 

the best search agent as shown in the following 

equation               

D   =   | C.  X∗ (t) −X (t) | 

X (t + 1) = X ∗ (t) − A. D 

In this equation A, C, D, X are vectors. Where t is the 

current iteration, A and C are coefficient vectors, X* is 

the position vector of the best solution, and X indicates 

the position vector of a solution, | | is the absolute 

value. The vectors A and C are calculated as follows:  

A = 2a · r − a  

 C = 2 · r  
Where components of a is linearly decreased from 2 to 

0 over the course of iterations and r is random vector in 

[0; 1] 

b) Exploitation phase (bubble-net attacking 

method):  
The humpback whales attack the prey with the bubble-

net mechanism. This mechanism is mathematical 

formulated as follow:  

Shrinking encircling mechanism:  

In this mechanism, the value of A is a random value in 

interval [-a, a] and the value of a is decreased from 2 to 

0 over the course of iterations as shown  

Spiral updating position mechanism:  

In this mechanism, the distance between the whale 

location and the prey location is calculated then the 

helix-shaped movement of humpback is created as 

shown in the following equation 
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X(t + 1) = D’ . e
bl  

. cos(2𝝅𝒍) + X
*
(t) 

 Where D’ =| X*(t) - X(t) | is the distance between the 

prey (best solution) and the ith whale, b is a constant, l 

is a random number in [-1, 1]. 

The humpback whales used both mentioned two 

mechanisms when they swim around the prey. The 

mathematical model of these two mechanisms, we 

assume that there is a probability of 50% to choose 

between these two mechanisms to update the position 

of whales as follow  

X (t + 1) = X ∗ (t) −A. D when p < 0.5 

X(t + 1) = D’ . e
bl  

. cos(2𝝅𝒍) + X
*
(t)  when p>=0.5 

 

Where p is a random number in [0; 1] 

c) Exploration phase: 

 In the exploration phase, the humpback whales (search 

agents) search for prey (best solution) randomly and 

change their positions according the position of other 

whales. In order to force the search agent to move far 

away from reference whale, we use the A with values > 

1 or < 1. The mathematical model of the exploration 

phase is as follows  

D   =   | C.  Xrand − X  | 

 X (t + 1) = Xrand −A. D 
Where Xrand is a random position vector chosen from 

the current population. 

 

Whale Optimization Algorithm[13] 

1.  Initialize the whales population Xi(i = 1, 2, ..., n) 

[13] 

2. Calculate the fitness of each search agent 

3. X*=the best search agent while(t < maximum 

number of iterations) 

4. for each search agent 

5. Update a, A, C, l, and p 

6.     if(p<0.5) 

7.          if(|A|< 1) Update the position of the current 

search agent 

8.                 elseif (|A| >=1) Select a random search 

agent (Xrand) 

               Update the position of the current search 

agent 

9.                  end if 

10.             elseif(p>=0.5)Update the position of the 

current search  

11.              end if  

12.        end for 

               Check if any search agent goes beyond the 

search space and amend it 

                Calculate the fitness of each search agent 

13.          Update X* if there is a better solution  

14.       t=t+1 

15.    end while 

16.  return X* 

    

The WOA algorithm Explains 

Step 1. Firstly initialize the objective function of the 

algorithm and assign the best solution based on the    

           size n of the whale.  

Step 2. Start the count of iteration t. 

Step 3. The starting count n is assigned randomly and 

individual agent Xi in the count is computed based on 

the fitness f(Xi).  

Step 4. Assign the best search agent X.  

Step5. The following steps are repeated until the 

termination criterion Satisfied.  

    Step5.1. the iteration counter is increasing t = t + 1. 

     Step5.2. All the parameters a,A, C, l and P are 

updated.  

     Step5.3. the exploration and exploitations are 

applied according to the values of p and | A |  

Step 6. The best search agent X is updated.  

Step 7.The overall process is repeated until termination 

criteria satisfied.  

Step8. Produce the best found search agent (solution) 

so far X.  

This explains about the implementation of Whale 

Optimization algorithm and its behavior towards the 

Feature Selection process which helps in reducing the 

count of features in the data and gives the best 

accuracy compared to the existing algorithm. 

 

5. EXPERIMENTAL SETUP AND 

RESULT ANALYSIS 
Fourteen standard datasets drawn from the UCI 

collection were used in the experiments. These datasets 

were chosen due to nominal class features. The number 

of attributes, instances and number of classes vary in 

the chosen dataset to represent different combinations. 
All the features in 10 fold cross validation is done 

through Weka tool The classifier used for evaluating 

the feature subsets generated is J48, Naïve Bayes and 

Logistic. Feature subset(FS) generation by Firefly 

Algorithm(FA), Cuckoo Search Algorithm(CSA) and 

Harmony Search Algorithm(HSA) is implemented 

using Net Beans IDE in the existing work. Feature 

subset generation by Whale Optimization algorithm 

(WOA) has been implemented using Net Beans IDE 

while the UCI dataset of Medical field is run through 

WEKA tool to get the classification rate which is 

processed through J48 classifier in the proposed work.  

  

Table.1 Comparison of all the accuracy of Existing 

with Proposed Algorithms 

Datasets 

FA–

FS 

FA1(

%) 

FA–

FS 

FA2(

%) 

CSA 

– FS 

(%) 

HSA 

– FS 

(%) 

WOA-

FS(%) 

EP 

Heart-C 
83.15 83.07 

78.21

7 
79.53 82.172 

Hepatitis 
69.03 67.00 

64.51

6 
67.74 69.182 

Lung 

Cancer 
89.50 89.33 

84.37

5 
87.37 89.872 

Pima 
78.70 76.10 

75.65

1 
77.47 80.610 

Iris 96.00 96.00 96.00 96.00 96.00 

Lymphog

raphy 
84.10 82.25 

78.37

8 
84.43 81.404 

Diabetes 77.47 76.00 75.65 77.21 79.430 

Dermatol

ogy 
96.72 96.17 

95.90

1 
96.07 95.985 

Heart-

Stalog 
84.44 83.39 80.74 84.81 86.775 

Audiolog

y 
79.051 

79.20

1 

79.64

6 
77.87 81.528 

 

It is clear from the table 1 the accuracy of the Whale 

Optimization Algorithm shows better results compared 

to other algorithms. EP* Encircling Prey 
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Fig.1 Graphical Representation of Accuracy of all 

these algorithms 

From Fig.1, we can observe that the Whale 

Optimization algorithm which is obtained for 10 UCI 

datasets showed better accuracy when compared to 

other algorithms. 

 

Table. 2 Comparison of all the features selected in 

Existing with Proposed Algorithms 

 

Datasets 

FA–

FS  

CSA – 

FS  

HSA – 

FS 

WOA-

FS 

Heart-C 6  7  5  5 

Hepatitis 8  10  9  9 

Lung Cancer 14  20  18  12 

Pima 3  3  4  3 

Iris 2  3  2  2 

Lymphography 8  7  10  7 

Diabetes 4  5  6  5 

Dermatology 23  22  25  22 

Heart-Stalog 7  6  7  6 

Audiology 53  55  49  47 

In this table 2, it is clear that the number of features 

selected for Whale Optimization algorithm given is 

better when compared to other algorithms. 

 

6. INFERENCE 
      From the table.1, We can infer that Whale 

Optimization Algorithm applied for UCI dataset for FS 

with respect to Accuracy gives better as well equal 

accuracies 

We can infer that the features for this Algorithm get 

reduced as well as gets increased in some of the 

datasets in other Algorithms 

By comparing Firefly Algorithm, Cuckoo Search 

Algorithm and Harmony Search Algorithm for FS with 

respect to Features: we can infer that the features for 

Whale Optimized Algorithm gets reduced. 

 

7. CONCLUSION 
The proposed system for FS Optimization to perform 

Classification has been implemented and tested using 

10 datasets. The datasets are taken from UCI repository 

and Table 1 describes the 10 datasets that we have 

used. This paper has attempted to give accuracy results 

of the popular Meta-Heuristic algorithms. The 

optimized feature selection to perform classification 

using Meta Heuristic algorithms like ABC, Firefly, 

Cuckoo search and Harmony search algorithms in 

which Firefly algorithms showed good results 

compared to other algorithm by giving the best 

accuracy rate with less number of features selected and 

also fine f-Measure value is noted. In proposed new 

and recent advanced optimized algorithms like Whale 

Optimization algorithm that showed comparatively 

better results with existing but with less number of 

features selected. We demonstrate the comparative 

results of the presently used algorithms with the 

existing algorithms thoroughly. 
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 Abstract - The objective of this work is to address and 

measure a novel method of quantitative measurement of plaque 

with improved sensitivity and reproducibility, using color models 

in digital dental plaque photographs. The computer-aided plaque 

detection and segmentation by K-means clustering in L*a*b color 

space is proposed. The proposed K-means clustering in L*a*b 

method for dental plaque detection is automated, quantitative, 

and objective, whereas the traditional methods using plaque 

indices are manual, semi-quantitative, and subjective. The 

execution time, the memory required and over-segmentation are 

reduced when compared to the existing method. The results 

obtained are producing reduced inter and intra-operator 

repeatability.  

 Keywords - Dental plaque segmentation, Digital photograph, 

L*a*b color space, K-means clustering 

 

I. INTRODUCTION 

 The proper and efficient care of the mouth is very crucial 

to a person’s general health and overall appearance. The 

untreated dental disease can create tooth loss, gum problems 

and many other dental problems and dental issues. Dentists 

and physicians also trust that there could be a connection 

between dental disease and heart disease, premature births, 

diabetes, stroke, and low birth weight. 

 The dental diseases are generally classified into two 

primary groups. The first one includes those diseases of the 

teeth like the development of cavities and tooth decay. The 

tooth decay takes place when plaque is allowed to linger on 

the tooth’s surface for a long period. The plaque pertains to a 

gluey substance, which contains bacteria that feed on the 

sugars consumed by a person. These bacteria created acid and 

absorbed through the tooth’s surface, which creates the 

formation of cavities. Segmentation and detection methods are 

specifically valuable in the area of computer‑ aided medical 

diagnosis applications where visualization of the parts which 

are difficult to identify by human vision is the critical 

component [1].  

 

 

II. DENTAL PLAQUE 

 Dental plaque is a mass of bacteria that propagates on the 

tooth surfaces. At first, it is a very sticky and colorless deposit. 

It is mostly pale yellow or brown. It is mostly found in 

between the teeth, on the front of teeth, behind teeth, on 

chewing surfaces, along the gum line. The dentists can 

diagnose the dental plaque clinically. However, the traditional 

clinical diagnosis may have some limitations. The limitations 

include: 

1. They are semi-quantitative and subjective. 

2. They have less sensitivity and reproducibility in 

measuring the amount of plaque[1][2] 

  
(a) (b) 

  
(c) (d) 

Fig. 1. Dental Plaque photograph 

 

 Using Computer Aided Detection or Diagnosis 

(CAD)[3][4] and designed image analysis system, a new 

method of fully quantitative and automatic measurement can 

be developed and evaluated with increased sensitivity and 

reproducibility[3][4].  Medical image analysis mostly deals 

with diagnostic issues, associate diagnosticians in their 

decisions. However, dentistry provides at least one more 

application for some image analysis techniques, which is 

Computer-Aided Diagnosis (CAD) systems for image 

enhancement and semi-automated image segmentation, but 

these systems establish one of the most important trends in 

modern dentistry, and this makes them one of the top dental 

image analysis applications. Computer-Aided diagnostics is 
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the second primary use of dental image analysis[4][5]. 

Generally, the dental plaque is colorless, so it is stained prior 

to assessment usually. The dental plaque is in red color after 

applying disclosed dyeing solution for 10s followed by a 

thorough mouth rinse. This makes the color of dental plaque 

obviously dissimilar from that of the other parts on the tooth 

surface as well as the background [4]. Based on the color 

reduction algorithm, the scheme of the dental plaque 

segmentation and quantification has five consecutive stage 

[4][5]. 

 

III. LITERATURE SURVEY 

 The already existing methods are listed out in the table. 

Table 3.1 Literature Survey 

 

 From the above literature survey there is no combination 

of K-means[6][7] with HSI color space is not proposed to find 

the dental plaque. So it is implemented and compared the 

response with the already existing method. 

IV. DENTAL PLAQUE SEGMENTATION USING K-MEANS 

CLUSTERING IN L*A*B* COLOR SPACE 

 To detect the dental plaque region, the first step is to 

compute the Sample Colors in L*a*b* Color Space for Each 

Region to visually distinguish the background, tooth region 

and plaque region colors from one another [8]. The CIE 

L*a*b* supports quantification of these visual differences. 

The CIELAB color space is obtained from the CIE XYZ  

tri-stimulus values. The CIELAB have luminosity 'L*' or 

brightness layer, chromaticity layer 'a*' showing where color 

falls along the red-green axis, and chromaticity layer 'b*' 

showing where the color falls along the blue-yellow axis. 

Categorize the Colors in 'a*b*' Space using K-Means 

Clustering and label every pixel in the image using the results 

from K-Means.  

 

Fig. 2 RGB Color Model and CIE L*a*b* Color space 

Steps in Dental Plaque Segmentation using K-means 

Clustering in L*a*b* Color Space 

1. Read the input plaque image. 

2. Convert the RGB colors into L*a*b colors.  

3. Separate the Colors in 'a*b*' Space Using K-Means 

Clustering is number of clusters to be 

grouped[9][10]. 

 

 4. Label every pixel in the plaque image using the 

results from K-means clustering. 

 5. Display the labeled images. 

Flowchart for K-means Clustering in L*a*b* Color Space 

 

Fig. 3 Flow Chart of Dental plaque segmentation using K-

means clustering in L*a*b* color space 
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V. RESULTS AND DISCUSSION 

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

  
(g) (h) 

  
(i) (j) 

 

Fig. 4 Dental plaque segmentation using K-means 

clustering in L*a*b color space. (a,b) Original image 

(c,d) K-means clustered output in L*a*b space, (e,f) 

Cluster 1 (Background), (g,h) Cluster 2 (Tooth 

region), (I,j) cluster 3 (plaque region). 

  
(a) (b) 

  

(c) (d) 

Fig. 5 Comparison of dental plaque detection algorithms (a) 

Original Image (b) Plaque Detection Using K-means 

Clustering in HSI color Space (c) Over segmentation 

in K-means Clustering in HSI color space (d)Plaque 

segmentation Using K-means Algorithm in  L*a*b 

color space 

Table 2 Dental plaque segmentation using K-means 

clustering in L*a*b color space 

Parameters 

 

 

Images 

Plaque 

area 

(pixels)-A 

Full 

tooth 

area 

(pixels)-B 

(A/B)*100 

PPI(%) 

Time 

(sec) 

Teeth_1 24698 94573 26.11528 1.584475 

Teeth_2 41387 85289 48.5256 1.585014 

Teeth_3 3202 10640 30.09398 0.961103 

Teeth_4 2400 9377 25.59454 1.020547 

Teeth_5 9759 34085 28.63136 1.241804 

Teeth_6 16930 35887 47.17586 1.198275 

 

Table 3 Comparison of PPI with K-means with HSI color 

space 

Teeth 
PPI in K - Means + 

HSI 

PPI in K - Means + 

L*a*b 

Teeth_1 30.73 26.11 

Teeth_2 58.26 48.52 

Teeth_3 27.76 30.09 

Teeth_4 18.22 25.59 

Teeth_5 24.60 28.63 

Teeth_6 52.47 47.17 

 

Table 4 The Performance evaluation of Dental plaque 

detection Methods for Teeth_1 image. 

Method 
Time 

(seconds) 

Memory 

(bytes) 

PPI 

(%) 

FCM in HSI color space 

(Kang Jiayin et al. 

2007)[10] 

3.124 5.1740e+09 

 

15.68 

Adaptive K-means 

clustering  

(Zheng, Xin et 

al.2018)[11] 

2.710 5.1355e+09 

 

25.76 

K-means in HSI Color 

space 

(Proposed) 

2.255 5.1762e+09 30.73 

K-means in L*a*b color 

space(Proposed) 

1.584 5.1421e+09 26.11 
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   The main key for plaque segmentation is thresholding 

the S-plane. That disadvantage is eliminated by this K-means 

in L*a*b color space. The K-means clustering in L*a*b color 

space requires only the number of clusters. It does the 

operation on a*b*.The over-segmentation is eliminated and 

also faster than the K-means clustering in HSI color space. 

The plaque Percentage index is calculated and compared.To 

reduce the process time and memory requirement, the color 

reduction based algorithm is proposed.From the above 

comparison results Table 5.3, the execution time for K-means 

in L*a*b color space is less when compared to other methods 

and the plaque percentage index is more similar to the ground 

truth value.  

VI. CONCLUSION 

 The Dental plaque segmentation using K-means 

clustering in L*a*b color space is presented. There is a 

disadvantage in the Dental plaque segmentation using K-

means clustering in HSI color space that is, the over-

segmentation of plaque. Even though there is no plaque in the 

tooth, it shows that there is a plaque. The plaque Percentage 

index is calculated and compared with existing methods. the 

execution time for K-means in L*a*b color space is less when 

compared to other methods and the plaque percentage index is 

more similar to the ground truth value.  
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PROCEEDINGS OF 2021 IEEE SEVENTH INTERNATIONAL 

CONFERENCE ON BIOSIGNALS, IMAGES AND INSTRUMENTATION 

(ICBSII 2O21) 

Biomedical Engineering is a field of study that integrates two dynamic 

professions, Medicine and Engineering. It has recently established itself as an 

independent field with the objective of assisting medicine towards the betterment 

of society, through research. 

 

Being an interdisciplinary science, it has associations with various other subjects 

such as Electrical Engineering, Mechanical Engineering, Chemical Engineering 

and Biotechnology. The spectrum of Bio-medical research aims to unite these 

disciplines in synergy, leading to new possibilities thus enabling the development 

of technology that could save lives. 

 

The Seventh International Conference on Bio Signals, Images and Instrumentation 

(ICBSII-2021) was conceived with the thought of bringing together scientists, 

engineers and researchers from various domains all over the world. It has been a 

platform where some of the greatest minds of the country and abroad could 

interact, exchange ideas and work together towards a common goal. 

 

Research papers were received from diverse areas such as Physiological 

Modeling, Medical Imaging, Medical Robotics, Biomechanics, Biomedical 

Instrumentation and Nano-materials amounting to more than  200 papers. After a 

rigorous review process by an expert review committee, one third of the received  

papers that displayed quality in idea and work were selected for final presentation 

at the conference. 

 

This conference is the fruit of a vision of the Management, faculty and 

students of the Department of Biomedical Engineering, SSN College of 

Engineering     in association with the Centre for Healthcare Technologies 

(CHT), a multi- disciplinary R& D center, which works unanimously towards 

materializing it and they were instrumental in its success. 

 

The Department of Biomedical Engineering, since its inception in 2005, has 

been a pioneer in the field of biomedical technology, instrumentation, and 

administration. The department has excellent infrastructure, experienced 

faculty members and motivated students. Department also has foreign 

collaborations which includes Birmingham City University, UK, Drexel 

University Philadelphia, and several industries such as L&T Medical System, 

Sri Ramachandra Medical College, Indian Biomedical Skill Consortium 

(IBSC), NIEPMD. Department has successfully conducted a retreat on “How 

to make India ready for 21st Century Medical device revolution?” with 

International and National delegates presenting their views on the topic. To add 

feather to the crown, the department has conducted six International 

conferences (ICBSII) in 2013, 2015, 2017, 2018, 2019, 2020 and two national 

conferences (NCABES) in 2014, 2016. 
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